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SOME CONVERGENCE RESULTS ON  
DYNAMIC FACTOR MODELS 

 
Maddalena CAVICCHIOLI 

University of Venice, Italy 
Advanced School of Economics 
maddalena.cavicchioli@unive.it 

Abstract: 
We review some recent papers on a large dynamic factor model (LDFM) and its applications to structural 

macroeconomic analysis. Then we prove some convergence results concerning with the stochastic variables 
which define such a model. 
 

Keywords: dynamic factor model, fundamentalness, identification, estimation, consistency, convergence. 
 

JEL Classification: C01, C32, E32. 
 

1. Introduction 

Factor models have been used by several authors to address many different economic issue 
nowadays. Some literature has focused on models specifically designed to handle a large amount of 
information: the  generalized dynamic factor models (Forni, Hallin, Lippi and Reichlin, 2000; Forni and 
Lippi, 2001; Bai and Ng, 2002). Such models have been successfully used for forecasting and, recently, 
also for structural macroeconomic analysis (Forni, Giannone, Lippi, Reichlin, 2009, FGLR from now on; 
Forni and Gambetti, 2010). 

The main idea underlying factor analysis is that a large set of variables can be explained by a 
small number of latent variables, the  factors, which are responsible for all the relevant dynamics. Factor 
analysis is a technique of dimension reduction that takes the information contained in a large data set 
and summarizes it by means of few unobservable variables. In this context, it is assumed that 
macroeconomic observable variables are represented as the sum of two unobservable components, 
called the common component and the idiosyncratic component. The common component captures that 
part of the series which comove with the rest of the economy and the idiosyncratic component is the 
residual. The idiosyncratic components are not necessarily orthogonal to each other and they are not of 
direct interest for the analysis since they arise from measurement errors or sectoral sources of variation. 
The vector of the common components is highly singular, i.e., it is driven by a very small number of 
shocks (the "common shocks" or "common factors") as compared to the number of variables. 

Furthermore, the relation between the common part of the observable series and the factors is 
assumed to be linear. Structural analysis requires the identification of the macroeconomic shocks and 
their dynamic effect on macroeconomic variables. The approach is a combination of structural vector 
autoregression (SVAR) analysis and large-dimensional dynamic factor models. More precisely, the 
factor model is used to consistenly estimate common and idiosyncratic components of macroeconomic 
variables. Then the identification of the relationship between common components and macroeconomic 
shocks can be obtained just in the same way as in SVAR models, and the impulse response functions 
can be consistently estimated by means of a relatively simple procedure. 

In this paper we review some recent papers on a large dynamic factor model and its applications 
to structural macroeconomic analysis. Then we prove some convergence results concerning with the 
stochastic variables which define such a model. 
 
2. A Dynamic Factor Model 

In this section we illustrate the basic definitions and results concerning with a dynamic factor 
model, briefly called the model FGLR, introduced and studied by Forni, et al. (2009). 

mailto:maddalena.cavicchioli@unive.it
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1) The model. Denote by =1, , ; =1, ,= ( )T

n it i n t Txx  an Tn  rectangular array of observations, and 

make two preliminary assumptions: 

PA1. The array T

nx  is a finite realization of a real-valued stochastic process 

 

where the n -dimensional vector processes   
Nnnttnt Ztxxx


 :...

'

1  are stationary, with zero mean 

and finite second-order moments 
'

,= ( )x

nk nt n t kE  x x   for every Nk . 

PA2. For all Nn , the process  Ztxnt :  admits a Wold representation ,

=0

= n

nt k n t k

k

C


x w  , 

where the full-rank innovations 
ntw  have finite moments of order four and the matrices )(= ,

n

kij

n

k cC  

satisfy ,

=0

| | <n

ij k

k

c


  for all .,, Nnji   

The model FGLR is obtained by assuming that each variable itx  is the sum of two unobservable 

components ,= itititx    where it  (resp. it ) is called the common (resp. idiosyncratic) 

component. The common component it  is driven by q  common shocks 
'

1= ( )t t qtu uu  for q  

independent of n  and nq << . More precisely: 

FM0. (Dynamic factor structure of the model FGLR) 

Defining '

1 )(= nttnt  χ  and '

1 )(= nttnt  ξ , suppose that 
 

= = ( )nt nt nt n t ntB L x χ ξ u ξ
  (1.1) 

 

where 
tu  is a q-dimensional orthonormal white-noise vector, that is, 

'( ) =t t qE u u I  for all t . The shocks 

tu  will be called dynamic factors. 

Moreover, assume that 
 

( ) = ( )n nB L A N L
  (1.2) 

 

where: 
 

i) )(LN  is an qr  absolutely summable matrix function of L , that is, 

,

=0 =0

( ) = | | <k

k jh k

k k

N L L
 

  Ψ
for all j,h 

 

where 

qhrjkjhk 1,...,=;1,...,=, )(= Ψ  
 

ii)
rjniijn aA 1,...,=;1,...,=)(=  is an rn  matrix, nested in mA  for all nm > . 

 

Defining the 1r  vector '

1= ( )t t rtf ff , called the static factor, as 
 

= ( )t tN Lf u
  (1.3) 

 

Equation (1.1) can be rewritten in the static form 
 

=nt n t ntA x f ξ
  (1.4) 

 

From (1.1) and (1.4) we get 
 

=nt n tAχ f
  (1.5) 
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hence 
 

=1

= .
r

it ij jt

j

a f   

This means that all the variables it , ,1,= i , belong to the finite dimensional vector space 

spanned by '

1= ( )t t rtf ff . 

Following Forni, et al. (2009), we are going to illustrate some conditions under which the shocks 

tu  can be identified and estimated by means of the observable variables itx . First, we recall the 

assumptions necessary for the identification and the estimation of the common components it . 

FM1. (Orthogonality of common and idiosyncratic components) 

For all n , the vector ntξ  is stationary, and '( ) = 0t nE u ξ  for any Zt ,   and Nn . 

Let 
'

,= ( )x

nk nt n t kE  x x ,   )(= '

, ktnntnk E  χχ


 and   )(= '

, ktnntnk E  ξξ


 be the k -lag covariance 

matrices of 
ntx ,  ntχ  and   ntξ , respectively. Denote by 

x

nj , 
nj  and 

nj  the j th eigenvalues, in 

decreasing order, of x

n0 , 
0n  and 

0n , respectively. 

FM2. (Pervasiveness of common dynamic and static factors) 

a) The complex matrix )( ieN    has (maximum) rank q   for    almost everywhere in ],[  ; 

b) There exist positive real constants jj cc < , rj ,1,=  ,  such that 1> jj cc , 

1,1,= rj  ,  and 
 

j
nj

n

nj

n
j c

n
limsup

n
liminfc 



 
 

 

Proposition 1.1 Under assumption FM2, the rr  matrix 
nn AA'  has full rank r  for n  sufficiently 

large. 

Assumption FM2 also implies that the common components it  are identified (see Chamberlain, 

and Rothschild (1983)), and that the number q  is unique, i.e., a representation of type (1.1) - (1.4) with 

a different number of dynamic factors is not possible (see Forni and Lippi (2001)). 
FM3. (Non-pervasiveness of the idiosyncratic components) 

There exists a real number d  such that dn  1
  for any Nn . This obviously implies that 

dnj 
  for any Nn  since such eigenvalues are in decreasing order. 

Assumption FM3, jointly with the identification of the common components it , implies that the 

vector space spanned by the r  static factors rtt ff ,,1   (in tf ) is identified, or, equivalently, tf  is 

identified, up to non-singular linear transformation. 
In conclusion, given a model of type (1.1)-(1.4), then under assumption FM0-FM3 the integers q  

and r , the components it  and it , and the vector space spanned by tf  are identified. 

2) Fundamentalness. First we recall briefly some basic notions on fundamental representations 

of stationary stochastic vectors. Assume that the n  stochastic vector tμ  admits a moving average (MA) 

representation 
 

= ( )t tK Lμ v
  (2.1) 

 

where )(LK  is an qn  square-summable filter and 
tv  is a q-dimensional white noise.  
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Definition 2.1 If 
tv  belongs to the vector space spanned by present and past values of tμ , then 

the MA in (2.1) is said to be fundamental, and 
tv  is called fundamental for tμ . 

Without loss of generality, we can suppose that nq   and that 
tv  is full rank. Moreover, for our 

purpose, we can suppose that the entries of )(LK  are rational functions of L  and that the rank of 

)(zK , Cz , is maximal, i.e., it is q  except for a finite number of complex numbers. 

Proposition 2.1 The MA representation in (2.1) is fundamental if and only if the rank of )(zK  is 

q  for all complex numbers z  such that 1|<| z . For the proof, see Rozanov (1967). 

Fundamentalness plays an important role for the identification of the structural shocks in SVAR 

analysis. SVAR analysis starts with the projection of a full rank q -dimensional vector tμ  on its past, 

thus producing an q -dimensional full rank fundamental white-noise 
tw . Then the structural shocks are 

obtained as a linear transformation 
tAw , where the matrix A  arises from economic theory statements. 

This is equivalent to assume that the structural shocks are fundamental. 
Fundamentalness has here the effect that the identification problem is enormously simplified. 

However, economic theory, in general, does not provide support for fundamentalness, so that all 
representations that fulfill the same economic statements, but are not fundamental, are ruled out in 
SVAR analysis with no justification. Such representations, although they imply the same autocovariance 
structure, cannot be obtained from inversion of estimated VARs. The situation changes if the structural 
analysis is conducted assuming that n  is large with respect to q . The fundamentalness is also required 

by dynamic factor models but it is a condition less pressing than in VARs. The first reason is that non 
fundamentalness of structural shocks arises when the econometrician's information set is smaller than 
the agent's. The second reason comes from a mathematical background. Precisely, a crucial step in our 

analysis is the dynamic specification of the common components ntχ  as vector autoregression (VAR) 

driven by only q  macroeconomics shocks tu , i.e., = ( )nt n tA N Lχ u , where nq < . So the model 

contains only q  variables; suppose such variables are 
jt , qj 1,...,= , and they cannot ensure 

fundamentalness of 
tu . By Proposition 2.1, the rank of )(zBn  is less than q  for some complex number 

z  with 1|<| z , or equivalently, the polynomials )(zBnj
, qj 1,...,= , have a common root. However, 

the informational advantage of the agents may disappear if the econometrician observes a large set of 

additional macroeconomic shocks. The generating process of 
jt , nqj 1,...,=  , contains 

parameters that do not belong to the generating process of 
jt , qj 1,...,= , and viceversa. Therefore, 

with all likelihood, their dynamic responses to tu  are sufficiently heterogeneous, with respect to the first 

q , to prevent the rank reduction of )(zBn . Now Assumption FM2(b) gives that, for n  sufficiently large, 

nA  has full rank r . Then )(LN  has full rank q  and it is left-invertible. So the concept of 

fundamentalness can be adapted to our specification of the dynamic factor model, as follows: 
FM4. (Fundamentalness) 
The matrix function )(LN  in (1.2) is left invertible, i.e., there exists an rq  square-summable 

filter )(LG  such that ( ) ( ) = .qG L N L I  

The following proposition shows that FM4, jointly with FM2, imply fundamentalness in the sense 
of Definition 2.1. 

Proposition 2.2 If FM0-FM4 are satisfied,then tu is fundamental for ntχ  for n  sufficiently large, 

and therefore fundamental for it , =1, ,i  .Moreover, tu belongs to the vector space spanned by 

present and past values of itx , ,1,= i ,  that is, the shocks htu  can be recovered as limits of linear 

combinations of the variables itx . For the proof see Forni, et al. (2009). 
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To introduce the last assumption, a VAR specification for 
tf , let us consider the orthogonal 

projection of 
tf  on the space spanned by its past values 

 

1 2= ( | , ,...)t t t t tProj   f f f f w
  (2.2) 

 

where 
tw  is the r -dimensional vector of the residuals. Under our assumptions, 

tw  has rank q . 

Moreover, assumption FM4 implies that = ,t tRw u  where R  is a maximum-rank qr  matrix. In the 

sequel we will adopt the VAR( p ) specification: 

FM4’. (Fundamentalness: VAR( p ) specification) 

The r - dimensional static factors 
tf  admit a VAR( p ) representation 

 

1 1=t t p t p tD D R   f f f u
  (2.3)

 

where iD  is rr  and R  is a maximum-rank matrix of dimension qr . 

By (2.3) we have 
 

1

1= ( )p

t p tI D L D L R  f u
 

 

Hence 
 

1

1= ( )p

nt n p tA I D L D L R  χ u
 

 

by (1.5). So Equation (1.1) yields 
 

1

1( ) = ( )p

n n pB L A I D L D L R  
  (2.4) 

 

called the impulse-response function (IRF) of the lags L . 
 

3) Estimation. The following procedure of estimation can be found in Forni and Gambetti (2010) 
(see also Forni, et al. (2009) Sect.4.2). 

Step 1) First, we need to set value for the number r  of the static factors '

1= ( )t t rtf ff . Bai and 

Ng (2002) proposed some consistent criteria to determine an estimation of r . Let r̂  denote an 
estimation of r  obtained by such criteria. 

Step 2) We estimate the static factors 
tf , up to a non-singular linear transformation, by means of 

the first r̂  ordinary principal components of the variables ntx  in the data set. Setting 
 

'

,

= 1

1ˆ =
T

x

k nt n t k

h kT




  x x

 
 

and 
x

ĵ  the j th greatest eigenvalue of the sample variance matrix 
x

0̂ , the ordinary principal 

components method gives 
 

11 1 1

12 2 2

' '

ˆ1

ˆ ˆ1

ˆ ˆ

ˆ ˆ

ˆ ˆ ˆ= ( ) = =

ˆ ˆ

n t

n t

t t rt n nt

r nr nt

a a x

a a x

f f A

a a x

  
  
  
  
  
  
  
  

f x
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where nÂ  is the rn ˆ  matrix having on the j th column the normalized eigenvector 
'

21 )ˆˆˆ(=ˆ
njjjj aaaa   corresponding to 

x

ĵ  for nrj ˆ1,...,= , hence 
 

.)ˆˆˆ(=

ˆˆ

ˆˆ

ˆˆ

=ˆ ''

ˆ

'

2

'

1

ˆ1

ˆ221

ˆ111

r

rnn

r

r

n aaa

aa

aa

aa

A 































 
 

Step 3) We set a number of lags p̂  and run a VAR( p̂ ) as in (2.3) with the estimated static 

factors ˆ
tf  to get estimates )(ˆ LD  and ˆ

tε  of the matrix function )(LD  and the residuals 
tε , 

respectively. Recall that =t tR u  in (2.3). 

Step 4) We estimate the number q  of the dynamic factors 
'

1= ( )t t qtu uu  obtained by using 

three criteria which were described in Bai and Ng (2007), Stock and Watson (2005), and Onastki 
(2009), respectively. Denote this estimate by q̂ . 

Step 5) Now let ̂  denote the sample variance-covariance matrix of the estimated residuals tε̂ . 

Having an estimate q̂  of the number of dynamic factors 
'

ˆ1= ( )t t qtu uu , we obtain an estimate of a 

non-structural representation of the common components by using the spectral decomposition ̂ . 

More precisely, let 
 j

ˆ , qj ˆ,1,=   be the j th eigenvalue of ̂ , taken in decreasing order, 

|ˆ>|...|>ˆ| ˆ1

  q . Let )ˆ(=ˆ  jDiagM  be the qq ˆˆ  diagonal matrix with  j
ˆ  as its ),( jj -entry, 

and K̂  the qr ˆˆ  matrix having on the columns the normalized eigenvectors corresponding to 
  q̂1

ˆ,...,ˆ . Then the spectral decomposition states ,ˆˆ=ˆˆˆˆ=ˆ ''' SSKMMK  where MKS ˆˆ=ˆ . Thus our 

estimated matrix of non-structural impulse-response functions in (2.4) is .ˆ))(ˆ(ˆ=)(ˆ 1SLDALC nn


 Recall 

that by definition we have HLBLC nn )(=)(  and ,)(=)( 1RLDALB nn

  where '= SHR . 

Step 6) Finally, we obtain Ĥ  by imposing our identification restrictions on .ˆ)(ˆ=)(ˆ 'HLCLB mm  

Thus we get estimates 
 

' 1ˆ ˆˆ ˆ ˆ ˆ ˆ= ( ) = ( ) .n nR SH B L A D L R

  (3.1)
 

 
3. Consistency 

Consistency of RLDALB nn
ˆ)(ˆˆ=)(ˆ 1

 as estimator of the impulse-response function )(LBn  for 

large cross-sections and large sample size, that is, Tn, , was proved in Forni et al.(2009), 

Proposition 3. For this, it is necessary to state a last assumption. 

FM5. Denote by 
x

kij ,  and 
x

kij ,̂  the ),( ji -entries of x

k  and 
x

k̂ , respectively. There exists a 

positive real number   such that 
 

 <])ˆ[( 2

,,

x

kij

x

kijET 
 

 

for 0,1=k  and for all positive integers ji,  and T . 
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Proposition 3.1  Let )(ˆ Lbni   and )(Lbni   denote the i - th rows of the matrix functions )(ˆ LBn  

and )(LBn , respectively.  Under assumptions PA1-2  and FM1-5, )(ˆ Lbni , for a fixed i , is a consistent 

estimator of )(Lbni , that is, 
 

ˆ ( ) = ( )
nt

ni niplimb L b L
   

 

where ),(= Tnminnt , n  is the number of variables, and T is the number of observations over 

time. 
For the proof see Forni, et al.(2009). 
Proposition 3.1 states that consistency is achieved along any path for ),( Tn  with n  and T  both 

tending to infinity. The consistency rate is given by ),(= Tnminnt . This implies that if the 

cross-section dimension n  is large relative to the sample size T , that is, 0/ nT , the rate of 

consistency is T , the same we would obtain if the common components were observed, that is, if the 

variables were not contamined by idiosyncratic components. On the other hand, if 0/ Tn , then the 

consistency rate is n  reflecting the fact that the common components are not observed but have to 

be estimated. 

Here we give a simplified proof of Proposition 3.1. For an nm  real matrix = ( )ijaA , the  matrix 

norm || ||A  of A  is defined as 2 '

1 1

|| ||= = ( ).
m n

ij

i j

a tr
 

A A A  Let E  and F  be two nn  

symmetric matrices and denote by )(j , nj ,1,=  , the eigenvalues in decreasing order of 

magnitude. We shall use the well--known inequalities due to Weyl: 
 

2 2

1| ( ) ( ) | ( ) ( ) =|| || .j j tr     E F E F F F
 

 

Denote by 
n  and Λ̂n , the rr  diagonal matrices having on the diagonal elements the first r  

largest eigenvalues of )(= '

0 ntntn E χχ
  and 

'

0
ˆ ˆ ˆ= ( )x

n nt ntE x x , respectively. Let us recall here our 

notation for the eigenvalues of the relevant matrices: 
 

0 0 0
ˆˆ:= ( ), := ( ), := ( )x x x x

nj j n nj j n nj j n

        
    and     0:= ( ).nj j n

     

 

Hence we have ),,(= 1

  nrnn Diag   and ).ˆ,,ˆ(=ˆ
1

x

nr

x

nn Diag    

From (1.5) and Step 2, Section 2, nA  and nÂ  are the rn  matrices having on the columns the 

normalized eigenvectors corresponding to 
nj  and 

x

nĵ  for nrj ,1,=  , hence we have 

'

0 = nnnn AA   and .ˆˆˆ=ˆ '

0 nnn

x

n AA   
 

Lemma 3.2 Under assumptions PA1-2  and FM0-5,  as Tn, , we have 
 

(i) )(=])ˆ[(=||ˆ||
2

2

00

2

00
T

n
Otr p

x

n

x

n

x

n

x

n   

(ii) )
1

()
1

(
1

=ˆ
1

T
O

n
O

nn
ppnj

x

nj   for rj ,1,=   
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Proof. By assumption FM5 there exists a positive constant  such that for all NT   and 

Nji . ,  <])ˆ[( 2

,0,0

x

ij

x

ijET   as T , where 
x

ij ,0̂  and 
x

ij ,0  denote the ),( ji -entries of x

n0̂  

and x

n0 , respectively. We have 
 

2 2

0 0 ,0 ,0

=1 =1

ˆ ˆ[( ) ] = ( ) .
n n

x x x x

n n ij ij

i j

tr     
 

 

Taking expectations yields 
 

2
2 2

,0 ,0 ,0 ,0

=1 =1 =1 =1

ˆ ˆ0 ( ) = [( ) ] <
n n n n

x x x x

ij ij ij ij

i j i j

n
E E

T


   

 
   

 
 

 
 

hence 
 











T

n
Op

x

n

x

n

2
2

00 =||ˆ||

    

which proves (i).

 
 

Turning to (ii), from the Weyl inequality, we have (use also(i)): 
 











T

n
Otr p

x

n

x

n

x

nj

x

nj

2
2

00

2 =])ˆ[()ˆ( 
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Moreover, from assumptions FM0-3 
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which proves (ii). 

 
 
From Section 2, Step 6, we have: 
 

nnnnnnn RLDLDIARLDALB ˆ))ˆ(ˆ(ˆ=ˆ)(ˆˆ=)(ˆ 221 

 
 

and 
 

.)(=)( 22

nnnnn RLDLDIALB 
 

 

Here we assume for simplicity the VAR specification with one lag, the extension to a finite number 
of lags being immediate. 
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by assumption FM3. The statement (ii) follows. The statements (iii) and (iv) can be proved by 
similar arguments. 

Proof of Proposition 3.1. By Lemma 3.3 (ii) nn AA ˆ'
 converges to rI  as Tn,  hence nÂ  

converges to nA  as Tn, . By Lemma 3.3 (iv) nR̂  converges to nR  as Tn, . Continuity of 

the matrix product (notice that nD  has fixed dimension r ), implies: 
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hence 
h

nD )ˆ(  converges to h

nD )( , as Tn, , for any Nh .  

Thus the matrix function )(ˆ LBn  converges entry-by-entry to )(LBn  as Tn, . This 

completes the proof of the consistency. 
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4. Further Convergence Results 

The following result states that ntχ̂  converges to ntχ  in mean square. See Forni et al.(2000), 

Proposition (2), for a different proof. 
 

Proposition 4.1 
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The expectation operator can be moved inside summation because the considered matrix series 
are absolutely summable. Now the result follows from Proposition 3.1. 

This implies that ntχ̂  is a consistent estimator of ntχ , that is, ˆ = .nt nt
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Now the idiosyncratic components itξ  are orthogonal to the u 's at any lead and lag. Thus the 

second and the third summands vanish as n , T  go to infinity. By Proposition 4.1, we get the result. 

The matrix function )(LN , where )(=)( LNALB nn , is left invertible (fundamentalness), that is, 

there exists an rq  square-summable filter )(LG  such that 
qILNLG =)()( . Then we have: 

Proposition 4.3 An estimator ntχ̂  of the common components ntχ  can be obtained 

asymptotically from the sequence ( )n ntK L x , where the square-summable filter )(LKn  is given by 

'ˆ)()(=)( nnn ALGLBLK . More precisely, we have: 
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Proof. Multiplying by 'ˆ
nA  on the left the equation: 
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Yields 
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From above, we see that the filters )(LKni  can be obtained by their empirical counterparts 

based on finite realizations of the form '
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From the above consistency results, it follows: 
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Ztnt :  admits a Wold representation for n  and T  sufficiently large. 

Since ntx  has a Wold representation as in (PA2), the process 
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5. Conclusion 

In this paper we have proved some convergence results concerning with stochastic variables 
which define our dynamic factor model. Our convergence results show the appropriate statistical 
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properties that qualify such a model. The factor model enables us to handle a large amount of 
information and then it avoids important limitations of structural VAR models. For this reason, it is an 
important tool to be used for economic and financia applications.
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Abstract: 
In this study I compare the credit condition with the economic growth in Italy from January 2007 onward. 

Starting from the literature on the creditless recovery, I highlight the specific features of the Italian situation in 
which, notwithstanding the prolonged and deep economic crisis, the credit has persistently continued to grow. A 
comparison with the German case confirms the peculiar characteristics of the Italian condition. An econometric 
study supports this idea and, in order to depict this Italian economic situation, I propose a new expression: the 
recovery-less credit growth. 
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1. Introduction 

Recent studies have analysed a phenomenon that can characterize the post-crisis periods: the so 
called creditless recovery. When a creditless recovery occurs one can observe economic growth 
together with a negative, null or very limited credit expansion. In this respect, it is interesting to analyse 
the Italian situation because Italy is one of the nations that suffered a very deep recession in 2008-2009. 
The final result of the paper is fascinating because the Italian economic framework after the crisis has 
been completely different from the so called creditless recovery. 
 

1.2. Literature 

Abiad, Dell‟Ariccia, and Li (2011), and Coricelli, and Roland (2011) recently focused on this 
specific issue. In the first cited work the authors stated that the creditless recovery has been not so 
uncommon in the past. Indeed, the creditless recovery has been frequently observed in their sample, 
the twenty per cent of the recoveries they analysed occurred without a credit growth. Coricelli, and 
Roland (2011) focused on the credit flows instead of the credit level. They discovered that, in certain 
circumstances, a nation can grow even if the credit does not support the economy. According to their 
work, it is necessary that firms have alternative sources of financing, through a developed financial 
framework, in order to observe a creditless recovery. Moreover, the authors underlined that, when a 
creditless recovery occurs, industrial sectors more linked to banking system undergo a slower recovery. 
The crucial point in this strand of literature is that a recovery can occur even if the credit does not show 
a brilliant upturn after a recession. 

A study by Calvo, Izquierdo, and Talvi (2006) analysed this type of economic framework and 
found that the creditless recovery has been not so infrequent in the past, especially in the emerging 
economies. Furthermore, other works, like the one by Claessens, Kose, and Terrones (2008) found that 
the creditless recoveries occurred in industrialized countries too. In addition, as pointed out by Calvo, 
Izquierdo, and Talvi (2006), even the Great Depression showed some features that are typical of a 
creditless recovery. Following this last study, Calvo, and Loo-Kung (2010) proposed a short work in 
which they focused on the subprime crisis in the US underlining the common traits between the Great 
Crisis and the so called Phoenix Miracle. According to their opinion, even the US ongoing crisis is 
showing features that are very similar to the ones of a creditless recovery. 

Demirgüç-Kunt, Detragiache, and Gupta (2006) analysed 36 banking crises in 35 countries, 
included Italy, and, among the other results, they emphasized that the economy returned to pre-crises 
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level in a shorter time if compared to the credit performance. They also stated that, during the banking 
crises they analysed, recoveries did not seem to be driven by resumption in bank lending. In other 
words, they found a decoupling of these two indicators in the aftermath of these crises. 

This type of recovery is interesting because, as affirmed by Kroszner, Laeven, and Klingebiel 
(2006), the productive sectors linked in a close way to the banking system and that operates in a 
country with a well-developed financial system suffer a deeper value added decrease in comparison 
with sectors that have a lighter linkage with banks. This feature is confirmed by Dell‟Ariccia, 
Detragiache, and Rajan (2007). They found that, in case of a banking crisis, sectors highly dependent 
on external finance show a very negative performance and this result is even more evident in 
developing countries or in countries with limited access to foreign finance. This aspect can be useful to 
understand the different performance of the industrial sectors if the banking system decides to cut 
loans, creating a credit crunch. Moreover, on this issue, Holmstrom, and Tirole (1997) linked credit 
tightening to firms condition and established that enterprises with low levels of capital suffered with 
more intensity the impact of a credit crunch. 

Given this strong linkage between credit and real economy, it seemed interesting to analyse the 
situation in Italy during the last years in order to establish if the inversion of the economic cycle has 
been characterized by a slow or a rapid credit growth. In fact, in Italy firms are deeply linked to the 
national banking system and this could act as a brake to recovery if banks decide to limit or reduce the 
credit flows. Besides, Italy did not experienced bank failures or financial instability but the Great Crisis 
has had a large impact on real economy. 

The results shown in the next pages will highlight a very particular picture for the Italian case. The 
rest of the paper is organized as follows. A macro scenario and some economic data about Italy are 
proposed in the second section. In section three I show data on gross domestic product, industrial 
production and credit in Italy and I compare the Italian case with the German one. The fourth section is 
focused on the econometric results used to support the main idea of the paper. The last section ends 
the paper with conclusions. 
 

2. The Macroeconomic Scenario 

As pointed out by many studies, creditless recoveries usually take place if the previous economic 
downturn has been characterized by banking or/and real estate crises. When these two destabilizing 
economic phenomena led to a crisis, the following recovery has been quite always characterized by a 
very slow increase in credit. Given the fact that the Great Crisis has been preceded by both global 
banking and real estate crises the importance of studying the Italian situation after the crisis is 
increased. 

In the previously cited works some explanations of the creditless recovery have been proposed. 
For example, after a slump it is possible that firms increase the production using the unused capacity 
and, in so doing, they do not need new or additional funding. As a consequence, one can observe an 
increase in industrial production and in gross domestic product accompanied by a stable amount of 
loans. 

A second explanation could be linked to the operational choices of the banks. During a post crisis 
period, banks could focus on high productivity industrial sectors that usually show a better performance 
in the short to medium run and, on the same time, they can reduce loans to mature sectors that typically 
have low productivity and a slower upturn. This behaviour can lead to a growth in production and GDP 
even if the total amount of loans remains stable. So, a different behaviour of the banking system 
towards the borrowers can explain the decoupling between credit and economic growth. 
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Table 1. GDP trend in major economies 
 

Yearly percentage change 2007 2008 2009 2010 

Australia 4.6 2.6 1.3 2.7 
Canada 2.2 0.5 -2.5 3.1 
France 2.3 0.1 -2.5 1.5 
Germany 2.8 0.7 -4.7 3.5 
Italy 1.5 -1.3 -5.2 1.3 
Japan 2.3 -1.2 -6.3 3.9 
South Korea 5.1 2.3 0.2 6.1 
Singapore 8.8 1.5 -0.8 14.5 
United Kingdom 2.7 -0.1 -4.9 1.3 
United States 1.9 0 -2.6 2.8 

Source: International Monetary Fund 

 

A third possible explanation of a creditless recovery is that firms can search for new funding 
through different channels by-passing the banking system. As a consequence, statistics do not register 
an increase in banking loans because firms receive new flows of funding from other sources but, at the 
same time, we observe a recovery. 

Finally, another possibility is that firms use their own liquidity and capital to restart the activity in 
the immediate aftermath of the crisis. This can also lead to a different trend between production and 
loans. 

These possible explanations of the creditless recovery do not reduce the importance of studying 
what has happened in Italy after the recession. Indeed, Italy has been one of the nations that suffered a 
very deep decrease in the GDP in 2008 and 2009, see Table 1. It could be interesting to find some 
linkages between the Italian economic trend and the state of the credit.  

It is essential to remember that Italy registered a great reduction in the GDP but the decrease of 
real estate prices has been very limited and banks did not suffer any problems thanks to a traditional 
way of making their own business. This framework is compelling because one can suppose that, given 
a not so dramatic situation for the banking system, the natural consequence should have been a rapid 
recovery of both the real economy and the credit aggregates. But data depict a different scenario. 
 

3. The Italian Situation 

This paragraph shows some data about the Italian economic scenario. After a very deep 
recession, the industrial production and the GDP showed a recovery. But, the economic growth has 
been very light during the period analysed in this section. The indicators remain really far from the 
peaks reached before the crisis. Starting from the first quarter 2007, figure 1 shows the trend of real 
GDP, industrial production and loans to firms and households, while figure 2 plots the annual change of 
the loans. 
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Figure 1. Industrial production, real GDP and loans in Italy 
 
Source: Personal elaboration on Central Bank of Italy and ISTAT data 
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Figure 2. Annual change of loans in Italy 

 

Source: Personal elaboration on Central Bank of Italy data. Loans: firms and households loans by banks 
 

Loans show a positive stable trend during 2007, then we observe a reduction in the growth trend 
and only during the last quarter it seems that the growth restarts with a more intensive pace, see figure 
2 for more details1.  

                                                 
1
 In June 2010 the Bank of Italy changed the time series calculation for loans, but even if we correct the data for this change 

the trend of the loans remains positive. 
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The evolution of real GDP and industrial production is completely different. The real GDP 
remained stable from the first quarter of 2007 to the mid 2008, then we observe the recession and only 
in the second part of 2009 the cycle became again positive, even if the growth has been very slow. A 
similar trend has been traced by the industrial production. But, in this case, the decrease of the index 
has been stronger. Indeed, the industrial production index declined from a value of 101 in the first 
quarter of 2008 to 76.5 in the second quarter of 2009. 

Summing up these first data, we can observe two main features. GDP and industrial production 
showed a reduction while loans showed only a slowdown in their trend. Loans annual change has 
always been positive see figure 2. The second peculiar feature is that the situation showed in the last 
quarter of the sample is really odd in the light of the previously cited literature: loans are more than 20 
points above the value of the first quarter of 2007 while GDP and industrial production are 4,5 and 15,4 
points below the starting value. 

This situation is completely different from the so called Phoenix Miracle proposed by Calvo, 
Izquierdo, and Talvi (2006) or by Biggs, Mayer, and Pick (2009). In Italy we did not observe either a 
reduction of the stock of loans or negative global flows of the credit to firms and households. The 
consequence is that Italy did not certainly experience a creditless recovery, given the fact that the trend 
of the loans objectively induces to reject this scenario. 

At the same time, we can also reject the hypothesis, made by Kannan (2010), of a linkage 
between the slow growth of firms that are more linked to banking funding and a reduction of the credit 
flows supplied by banks after the financial crises. This situation has not been observed in Italy because 
the total amount of loans has increased. 

On the contrary, in Italy the credit condition has been positive during and after the crisis while the 
economy did not show a rapid inversion of the cycle. Just for this reason it is possible to reverse the 
structure of the sentence, together with its meaning, by constructing a new expression for the Italian 
case: the recovery-less credit growth. 

This situation has been clearly depicted by Draghi (2011) in his Concluding Remarks during the 
Ordinary General Meeting of Shareholders of the Bank of Italy in May 2011. He remembered that Italy 
“recouped only two of the seven points of output lost” during the crisis and, at the same time, “banks 
have stepped up their lending to firms markedly”. He added that in April 2011 the annual rate of growth 
of loans to firms was “the highest among the main countries of the euro area”. Even the Draghi‟s words 
confirmed the idea of a recovery-less credit growth for Italy. 

The Italian economic situation is probably affected by structural problems that reduce the potential 
growth of the economy, but the really slow recovery is not linked to credit problems. 

In order to offer a more complete and robust framework, I compare the Italian situation to the 
German one. In this case I employ the same sources of the data to make them directly comparable. 
Data on industrial production and GDP are taken from Eurostat web site while data on loans to non 
financial corporations and households are taken from the ECB web site. 

The situation is the one depicted in figures 3 and 4. It is straightforward to observe that loans to 
non financial corporations are more than 20 points above the reference period in Italy while in Germany 
they are 10 points above the first quarter of 2007. Moreover, if we compare the last datum with the pre-
crisis pick we observe that loans are above the pre-crisis pick in Italy while they are still below in 
Germany. The two figures depict the loans to households too. In this case the difference between the 
German and the Italian trend is remarkable. In Germany this type of credit remained stable for the 
sample examined in the figure, while it showed a positive trend in Italy for the entire period. It is 
necessary to stress that between the second and the third quarter of 2010 this type of loans registered a 
change in the time series in Italy, so the increase registered during that period is abnormal. But, 
notwithstanding this, the trend remained positive for the whole period2. The situation is completely 
different for the industrial production. The last datum of the industrial production reached the pre crisis 
level in Germany while in Italy it is more than 15 points below. As regards the real GDP, Germany 
                                                 
2
 In figure 1 and 2 this time series change has been eliminated using data by Central Bank of Italy. 
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bridged the crisis losses and now the real GDP is at the same level of 2008, while real GDP is still 
below the 2007-2008 levels in Italy3. 

This comparison has highlighted the significant diversity between the German case and the Italian 
one. Given these results, it is possible to classify the German economic situation as a case of creditless 
recovery while, using the new terminology proposed in this paper it is possible to assert that the Italian 
economic situation from 2007 to 2011 is a recovery-less credit growth.  

In the next section I support this analysis through an econometric study that focuses on Italy.  
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Figure 3. Industrial production, loans and GDP in Germany, reference period: first quarter of 2007 
 

Source: personal elaboration on ECB and Eurostat data. 
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Figure 4. Industrial production, loans and GDP in Italy, reference period: first quarter of 2007 
 
Source: personal elaboration on ECB and Eurostat data 

 

                                                 
3 Figure 1 and Figure 4 show slightly different real GDP trends because data in Figure 1, by ISTAT, are corrected for 
seasonal effects while data in Figure 4, by Eurostat, are not. 
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4. An Econometric Study on the Italian Case 

I decided to support these findings through an econometric study. In this way it is possible to confirm 
the idea that the Italian economy behaved in a different way during the last years. To this aim, in this 
paragraph, I show the regressions and the data used for the estimations.  

I decided to employ data on GDP, from ISTAT, on 3 months Euribor rate, from Eurostat, on loans to 
non financial firms and households, from the Central Bank of Italy4, and data on employees, from ISTAT. 
The dependent variable is the real GDP. None of the regressors are used in the calculation of the GDP. 
The choice of the regressors has been made in order to use three indicators of the economic situation: a 
monetary indicator, the Euribor rate, a credit condition indicator, the loans, and a real economy indicator, 
the number of employees. All the series have been downloaded in November 2011. 

I computed the quarterly percentage change of these series to limit or to eliminate the presence of 
the unit root. The presence of unit roots has been tested through the Phillips Perron and the KPSS tests. 
Results are shown in Table 2 and they confirm the absence of stationarity problems. 

Using these data, I estimated two equations. The first equation is the following one: 
 

Δrgdp = c + β1*Δloans(-1) + β2*ΔEuribor3m(-2) + β3*Δempl(-1) + β4*Δrgdp(-1) (1) 
 

where Δrgdp is the quarter over quarter real GDP growth rate, c is a constant, Δloans is the quarter 
over quarter percentage change of loans to non financial firms and households, ΔEuribor3m is the quarter 
over quarter percentage change of the 3 months Euribor rate, Δempl is the quarter over quarter 
percentage change of the total employees in Italy. There is a lagged dependent variable too. All the 
regressors are lagged. Loans and employees are one-period lagged while the Euribor rate is two periods 
lagged. This difference is linked to the slowness of the effects of the monetary policy. The series of the 
loans has been corrected, using data from the Central Bank of Italy, in order to eliminate the statistical 
break of June 2010. The results of this regression are shown in Table 3.  

 

Table 2. Unit root analysis 1999:1q-2010:4q 

Variable PP test (lags:4, no trend) KPSS test (lags:4, no trend) 

Δ Euribor3m  -3.087 ** 0.057 

Δ empl -4.251 *** 0.443 

Δ real gdp -3.061 *** 0.296 

Δ loans -2.923 * 0.386 

* significant at 1 per cent level, ** significant at 5 per cent level, *** significant at 1 per cent level. Δ = quarterly percentage 

change. 

 

Table 3. OLS estimation 

Dependent variable: real GDP quarter over quarter percentage change; Sample:1999:1-2010:4, robust standard errors 

variable Coefficient t statistic p-value 

c -0,0075 -2,7301 0,00921*** 

Δ loans (-1) 0,3709 3,1823 0,00275*** 

Δ Euribor3m (-2) -0,0246 -3,4990 0,00112*** 

Δ empl(-1) 0,2908 1,1839 0,24310 

Δ real gdp(-1) 0,5277 2,9759 0,00483*** 

Adj R2: 0.542 D.W.: 2.24 F test: 6.62 ***  

* significant at 1 per cent level, ** significant at 5 per cent level, *** significant at 1 per cent level. Δ = quarterly percentage 

change 

 

                                                 
4
 As regards data on loans, I employed data published by the Central Banks of Italy instead of the data by ECB because the 

first series covers a more extended sample. 
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This equation is useful in order to find a long period linkage between loans and growth. There is a 
statistically significant linkage between loans and real GDP. The coefficients on Euribor rate and lagged 
dependent variable are also significant. The coefficient on Euribor rate has the expected sign. β3 is not 
statistically significant. This means that from 1999 to the end of 2010 an increase in loans contributed to 
boost the economic growth. 

In order to test the recovery-less credit growth hypothesis, I decided to add an interaction dummy 
variable to observe the magnitude of this linkage in a more limited period. So, the second step is designed 
to find an econometric pillar to the idea depicted in the previous paragraph. 

To this aim, I estimated a second equation with the same structure of the previous one, but with one 
more regressor. 
 

Δrgdp = c + β1*Δloans(-1) + β2*ΔEuribor3m(-2) + β3*Δempl(-1) + β4*(dummy*Δloans(-1)) + 
β5*Δrgdp(-1) (2) 
 

The meaning of the symbols is the same of the previous regression but I added an interaction 
variable, dummy*Δloans. The dummy is equal to 1 from the first quarter 2007 onward and equal to 0 
otherwise. I decided to set the dummy in this way because I suppose that the crisis modified the linkage 
between loans and economic growth in Italy. The results of this second regression are shown in Table 4. 

The coefficient on the dummy is statistically significant and it has the expected sign. The interaction 
between dummy*Δloans and Δloans shows that during the last period of the sample, from the first quarter 
2007 to the end of 2010, the linkage between loans and real GDP has been lower than during the previous 
quarters. This result supports the finding of the previous section: the role of the credit in stimulating the 
economic growth has changed during the crisis. This linkage has been weak and the consequence is a 
milder positive relationship between credit and economic growth. 
 

Table 4. OLS estimation 
 

Dependent variable: real GDP quarter over quarter percentage change; Sample:1999:1-2010:4, robust standard error 

variable coefficient t statistic P-value 

c -0,0074 -2,5404 0,01496** 

Δ loans (-1) 0,4169 3,0335 0,00418*** 

Δ Euribor3m (-2) -0,0230 -3,4371 0,00136*** 

Δ empl(-1) 0,2712 1,0884 0,28278 

dummy*Δloans(-1) -0,1623 -2,6845 0,01043** 

Δ real gdp(-1) 0,4706 2,6309 0,01194** 

Adj R2: 0.568 D.W.: 2.21 F test: 7.01***  

* significant at 1 per cent level, ** significant at 5 per cent level, *** significant at 1 per cent level. Δ = quarterly percentage 

change. 

 

5. Conclusions 

In this paper I studied the relationship between credit and economic growth in Italy from 1999 to 
2010. The results have highlighted a specific situation in Italy. The credit condition has been positive 
during the recession and even during the very light recovery. For this reason the Italian case seems to 
be in contrast with the finding by Rajan, and Zingales (1998). They stated the importance of the financial 
sector in supporting the economic growth. Notwithstanding Italy had a well developed financial sector, a 
banking sector that did not suffer huge problems during the crisis and a flow of loans that has been 
vigorous during the last years, the economic growth has been very light after the recession. Moreover, 
this result is not in line with the study by Dell‟Ariccia, and Garibaldi (2005) too. In this work, studying the 
1991 recession in the US, they found that high credit contraction is a key feature of the cyclical 
downturn. Even this feature is absent in the Italian case. Finally, a study by Bernanke and Lown (1991), 
about the same 1991 crisis in the US, underlined that a linkage between credit crunch and economic 
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crisis exists but they also said that demand factors can explain a big portion of the lending slowdown. In 
Italy even this linkage seemed to be absent during the months of the crisis. In fact, Italy experienced a 
very deep recession and a slow economic recovery during the sample I examined, while loans continue 
to grow with a good pace. So, even the demand factors cannot explain this situation. 

This is a real new puzzle that economists should investigate. This has led me to mind the 
expression recovery-less credit growth in order to describe the economic scenario that Italy went 
through from 2007 to 2010, a period in which a robust increase in loans has been accompanied by a 
slack or absent economic growth. 
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Abstract: 
The current study takes place in the Phillips curve framework in which first, we look at determining 

econometrics models leading to characterize the dynamics of the main variables underlying the trade-off in 
univariate contexts. As a result, it appears that an adequate way to characterize the agents' expectations 
regarding the dynamics of these variables is to consider a combination of some fixed levels (regimes) in the 
variables evolutions with an agents' adaptive beliefs notion. This expectation process is empirically captured by a 
Markov Switching Intercept Heteroskedastic-AutoRegressive (MSIH-AR) model. Finally, based on the implied 
expectations value of the variables, we show that the Phillips curve seems to disappear when the expected 
inflation rate's impact on its current value converges to its long-term value. 

 
Keywords: New Keynesian Phillips curve, Markov switching, fractional integration. 
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1. Introduction 

In a landmark paper, Phillips (1958) reported a strong inverse and relatively stable relationship 
over the last century between the unemployment rate and the rate of wage inflation in the United 
Kingdom. A few years later Solow (1960) highlights a similar correlation between the inflation and the 
unemployment rates based on United States data. A basic version of this relationship, which took the 
name of the Phillips curve in the macroeconomic literature, can be written as 

 

    (1) 
 

where represent the inflation rate, a macroeconomic variable measuring the real economic 
activity and an error term with zero mean and constant variance. This Phillips curve, which reflects the 
basic Keynesian analysis, suggests the existence of a trade-off between changes in the aggregate price 
level and those in the real economic activity. 

However, this curve was challenged in the late 60′s as, for the Nobel Milton Friedman nominal 
variables cannot have permanent effects on real variables such that any Inflation - Real activity 
arbitration could only be exploited temporarily. Indeed, any macroeconomic policy would eventually lead 
to agents' behaviors changes. This monetarist perception of the trade-off leads to the following 
Augmented Phillips Curve 

   (2) 

in which,  represents a variable measuring the real activity to its natural level and  the adaptive 
expected inflation rate. This expected rate can also be regarded as the inflation target of monetary 
authorities. As reported in the literature, this first integration of agents' expectations in the debate 
appears very important. This last equation shows that an Inflation-Real activity relationship may only 

exist in the short term  In long-term, when agents adjust their decisions, realized 

and expected rates of inflation should be equal  to ensure a de facto equality between the 
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current and expected (the natural level) values of the variable measuring the real activity. Then, the 

Phillips curve trade-off disappears . 
Basically, any change in the nominal sphere of the economic system should lead to changes in 

the behaviors of the agents that ultimately inhibit any possible impact on the real activity. 
With this basic summary of the trade-off evolution, it appears clear that taking into account the 

agents' expectations seems essential to fully capture the possible Inflation-Real activity compromise in 
the short term, while its long term disappearance is almost certain. The speed of the economy's 
transition to its steady state highly depends on the expectations adjustments. In other words, the 
effectiveness of the Phillips curve depends on the agents' adaptation, which itself seems closely related 
to the expected effectiveness of the former trade-off situation. According to many researchers 
(Samuelson (2008), Sims (2008)), the agents' optimization behaviour and their expectations modes 
(derived from their rationality) seem relatively clear in the Keynesian framework, but how their rationality 
is introduced, defined and operated in the analysis should be clarified. 

To address this problem, we first extend the results of Boutahar, and Gbaguidi (2009) to 
characterize all the NKPC-PI variables dynamics. Each of these variables is studied in a univariate 
context by using a Markov Switching Intercept Heteroscedastic-AutoRegressive (MSIH-AR) model. This 
approach permits us to consider the unconditional means of these variables as a series obeying the 
regimes' switching controlled by a Markov chain of order 1. This Markov switching framework allows to 
characterize the agents' expectations process and to take into account the non-linearities observed in 
the variables' dynamics. Conceptually, this approach seems to be the most adequate as the trend 
dynamics of a considered variable come from a random scheme. This first stage estimation represents 
the background of the empirical analysis of the Phillips curve. It then presents the expected values of 
the main variables that appear in the Phillips curve. Based on these expected dynamics, we estimate 
the different versions of the Phillips curve and highlight the contribution of the introduction of agents' 
expectations in the debate surrounding the Inflation-Real activity trade-off. For that purpose, the 
evolution of the Phillips curve coefficients are considered as time or state varying parameters. These 
estimates enable us to show that, as the agents' expectations converge to their rational long term 
values, the trade-off seems to disappear. A final section summarizes the main results and discusses 
further research. 
 

2. The Inflation-Real Activity Trade-off Context 

In the mid-70′s, authors such as Lucas (1972a) extended the monetarist arguments by introducing 
the «revolutionary» hypothesis of the rational expectations. Taking into account this fundamental 
assumption of rationality upsets the whole macroeconomic analysis and even deeper vision of the 
trade-off. From this hypothesis, agents' decisions will reflect their immediate adjustments in response to 
changing economic environment within which they operate. Therefore, in the absence of nominal 
rigidities, the Phillips curve relationship disappears even in the short term. The activity fluctuations are 
real and above all their explanations seem to have no relationship with any interventionist policies. 

In the early 80′s, research that focused on the Phillips curve was made within a frame of 
systematic optimization behaviors of economic agents. In this context, the inflation rate dynamic is 
mainly studied under Time-Dependent models à la Calvo (1983). In this New-Keynesian Phillips Curve 
(NKPC) framework, the economic system consists of firms in monopolistic competition facing 
adjustment costs in their prices' set up. Formally, at each moment, each of these firms receives a 
signal5 (a probability (1-α)) to adjust its prices. This model is based on an asynchronous, non-global and 
non-random adjustment of all the firms' prices. For a representative firm, the decision to adjust its price 
will partially depend on the states of the economic environment in which it solves its profit maximization 
problem.  

                                                 
5 By assumption, this probability is exogenous, single, identical for all firms and independent of the firms pricing history. 
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This decision will be primarily influenced by the fact that the firm must wait for some periods 
before re-optimizing its price6. Under the strong assumptions of a zero steady state inflation rate and an 
instantaneous and costless reallocation of capital, the NKPC will be written 
 

 (3) 
 

where, the current inflation rate is defined as a non-negative function  of the real 

marginal cost  and the one period expected inflation rate . The coefficients 

 are calculated as 
 

        (4) 
 

These coefficients depend on the degree of price rigidity (α), the real discount factor with which 
firms discount future real marginal costs (β), the elasticity of substitution between goods7 (θ), the 
elasticity of the firm marginal cost on its own output8 (ω) and an indexation parameter of current prices 
to past inflation. The hat notations indicate that the variables are expressed in their log-deviations form 

from their steady-state values . 
In previous research, the inflation rate dynamic was mainly studied in this context of Time 

Dependent micro-based models à la Calvo (1980). These models are also based on the rational 
expectation hypothesis and the existence of frictions in the economy. Indeed, under this NKPC label, 
the inflation dynamics are presented as a forward-looking phenomenon resulting from the optimizing 
behaviours of economic agents. But, even though studies conducted by Gali, and Gertler (1999), 
Sbordone (2002) have suggested almost a resurrection of the Phillips curve, one could observe that the 
NKPC framework does not put to rest the debate surrounding the empirical effectiveness or the 
theoretical validity of this temporary arbitration. 

The econometric weaknesses linked with these last results do not take away the theoretical 
doubts raised by monetarist or neoclassical approaches since the implied "rejections" of these 
Keynesian models call for a crucial need to review the way their Time Dependent framework considers 
the rational expectations process. Also, recalling that in the Calvo (1983) frame, firms are unable to 
adjust instantaneously their prices (even if they expect changes in their activity's environment), the 
NKPC pricing approach can be perceived as inappropriate for describing the inflation rate dynamics. An 
adequate integration of the agents' expectations in these New Keynesian analyses9 is clearly 
necessary. 

One of the paper's goals is to start from a way of integrating these expectations that will enable 
desired values of the Phillips curve variables to possibly differ in sample periods, without being a 

                                                 
6 Like in the Taylor (1980) model, prices are fixed for a predetermined time period and firms are constrained by periodic 
prices contracts. One of the features of the Calvo (1983) model is that it considers the length of individual contracts to be 
randomized while the average duration of price contracts is constant. 
7 Which determines the mark-up ((θ/(θ-1))) that a firm can apply over its marginal costs. 
8 This parameter occurs in the equilibrium condition because there is no reallocation of capital between firms. 
9 Ascari (2004), Sahuc (2006), etc. show that the zero steady state inflation rate frame of analysis can only lead to bias in the 
New Keynesian Phillips Curve estimation so that the NKPC models are actually presented as particularly restrictive when an 
analysis is done in a changing inflation environment which could affect the firms pricing decisions. 
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consequence of continuous revisions of the agents‟ expectations. In fact, continuous updating of these 
expectations could be perceived as a form of weakening towards agents' rationality since such revisions 
could only be justified through a frequent need for correction of errors that would be, in sense, 
systematic. From then on, it would be necessary to look at an empirical approach in which all the 
variables considered in the New Keynesian Phillips Curve equation could admit trends dynamics and 
this in spite of the «constraints» imposed by the rational expectations hypothesis. 

Fundamentally, it would be about allowing the considered variable to be different from zero at 
steady state, while having a trend dynamics similar to those one can extract with a Hodrick-Prescott 
filter (Figure 1a-1d). An explicit consideration of this last point is needed in any empirical evaluation of 
the trade-off. Moreover, if the evolution of each of the Phillips curve variables is defined by 
 

          (5) 
 

where  a term which represents the systematic component 

(expected value) of a variable , it appears obvious that every study of the Phillips curve has to 
adequately characterize the evolution of this component. 
 

 
 

Figure 1a. Inflation rate and trend (Hodrick-Prescott) 
 

 
 

Figure 1b. Real marginal cost and trend (Hodrick-Prescott) 
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Figure 1c. Discount rate and trend (Hodrick-Prescott) 
 

 
 

Figure 1d: Real output growth rate and trend (Hodrick-Prescott) 
 

Based on these fundamental limits, Bakshi, et al. (2005), Cogley, and Sbordone (2005, 2008) or 
Groen, and Mumtaz (2008) examine the implications of a positive steady state inflation rate in the New 
Keynesian framework. Their studies lead to a second generation of New Keynesian models derived 
under the assumption of a non-zero steady state inflation rate. 

Mathematically, the New Keynesian Phillips Curve with Positive Inflation (NKPC-PI) equation can 
be written as follows: 
 

 (6) 
 

This equation shows that the inflation rate  dynamics are explained by their own expected 

dynamics , the dynamics of the expected nominal discount rate , the 

expected output growth rate  and the real marginal cost . The NKPC-PI coefficients are 

functions of the structural parameters of the economy, i.e.  and on the steady state inflation rate 
(π>1). Formally, we have: 
 

      (7) 



Theoretical and Practical Research in Economic Fields 

146 
 

and the intermediate terms are given by: 
 

     (8) 
 

The non-zero steady state hypothesis allows a "long term Phillips curve" characterized by an 
equation tying together the different steady state values of the NKPC-PI variables, i.e. 
 

  (9) 
 

in which  are these steady state values. It is to be noticed that that when the steady 
state inflation rate varies, the structure of the economy may be affected and in this case, the structural 
parameters may themselves vary10. 

To the extent that the steady state inflation rate can be non-zero, models from this NKPC-PI 
framework suppose a possibly permanent arbitration resulting from a combination of the short term 
(NKPC-PI) and the long term (NKPCSS-PI) equations. In short and medium terms, the effectiveness of 
the arbitration is possible because, like in the NKPC framework, the NKPC-PI approach combines the 
concepts of the new classical reasoning (rational expectations) and Keynesian basis (nominal rigidities). 
However, unlike in the basic Keynesian analysis, the Phillips curve is not unique so that we speak rather 
of arbitration with a prolonged persistence. During the transition of the economy to its steady state (time 
for a new trade-off), the economic system appears to follow a path characterized by a succession of 
inconstantly persistent moments of arbitration. As envisaged in the NKPC, the magnitude of the 
relationship between the inflation rate and the variable measuring the real activity will not necessarily 
remain the same throughout the time preceding the stationary state11 where a new link (NKPCSS-PI) is 
set up. 
 

3. Expected Values of the NKPC-PI Variables 

Before considering the non-linear specifications, we present the data upon which our empirical 
study takes place and conduct a linear analysis as benchmark for the rest of this study. 
 

3.1 Description of the Data 

To be able to reconsider previous results of the Phillips curve estimations (Solow (1968), 
Friedman (1968), Gali, and Gertler (1999), Cogley, and Sbordone (2005), Groen, and Mumtaz (2008)), 
we focus on a database reflecting the best possible data used in these earlier studies. The main 
variables appearing in the Phillips curve debate are the inflation rate; a unit labor cost based measure of 
the real marginal cost, the nominal discount rate and the output growth rate. The sample period covers 
T=176 quarters from 1960: I to 2003: IV for the U.S. economy. 

                                                 
10 In a related work, we show that, even if there is structural changes in the economy, these changes remain infrequent and 
of small magnitude confirming the structural parameters stability. 

11 In short and medium terms, the slope of the NKPC-PI can vary as . 
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The inflation rate is measured from the implicit price deflator as  recorded in the Bureau of 
Labor Statistics (BLS) database. From these data, we calculate this series as 
 

       (10) 
 

The real activity is measured by the real marginal cost. Assuming a Cobb-Douglas production 

function, the real marginal cost  is proportional to the labor unit cost  as mathematically12, we 
have 
 

   (11) 
 

where  is the level of output in real terms,  is the total amount of labor input and  
measure wages. Following Cogley, and Sbordone (2005), the output elasticity to hours of work (1-κ) in 
the production function is set equal to 0.6666 so that the strategic complementarities parameter equal to 
ω = (κ/(1-κ)) = 0.5001. 

Regarding the discount rate , we use the 3-Month Treasury Bill: Secondary Market Rate 

 from the Federal Reserve Bank of St. Louis (FRED) database. To construct , we apply the 

formula: , where  was divided by 100. 
The output growth rate is calculated on the basis of a weighted sequence of the real Growth 

Domestic Product (GDP) expressed in 2000 dollars (seasonally adjusted at an annual rate) and 
recorded in the NIPA. 
 

3.2 The Linear-Benchmark Approach 

As shown in Charts 1a-1d, the series appears characterized by periods in which their average 
levels and their variability differ. Clearly this reveals non-linearity in their dynamics and these series 
appear to originate from an asymmetric law with a noticeably high flattening coefficient. Their trends or 
expected values dynamics enable us to foresee possible periods of instability. 

 

Chart 1a. Descriptive statistics of the inflation rate 
 

 
 

 
 
 

                                                 
12 This real marginal cost series is constructed according to Groen, and Mumtaz (2008). 
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Chart 1b. Descriptive statistics of the real marginal cost 
 

 
 

Chart 1c. Descriptive statistics of the discount rate 
 

 
 

Chart 1d. Descriptive statistics of the real output growth rate 
 

 
 

In a linear framework, it appears that these series are generated by the following second order 
autoregressive processes with a Generalized Autoregressive Conditional Heteroskedasticity13 
GARCH(1,1). 
 

       (12) 
 

Tables 1e-1h give the results of these linear models estimation. 
 
 

                                                 
13 On the basis of the Akaike, and Schwartz information criteria, we can select linear specifications of two lags and the Q 
statistics of the squared residuals indicate the presence of ARCH effects. 
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Table 1e. Estimates of the linear model for the inflation rate 

 
 

Table 1f. Estimates of the linear model for the real marginal cost 
 

 
 

Table 1g. Estimates of the linear model for the discount rate 
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Table 1h. Estimates of the linear model for the output growth rate 
 

 
 

One can see that all the variables (except the output growth rate) are characterized by a quite 
strong global persistence14. 
 

       (13) 
 

Their unconditional means are given by 
 

         (14) 

Nevertheless, in order to verify the instability of the parameters i = 0, 1, 2, in these AR(2) 
processes, we conduct stability tests (Nyblom (1989)) as described in Hansen (1990, 1992). The results 
of these tests15 are described in Table 1i-1l. From these tables and for all the variables, one can globally 
conclude a weak joint stability of parameters whereas we can't reject the null hypothesis for 

 taken individually, except for the inflation rate (Boutahar, and Gbaguidi (2009)). 
Also, one can reject the variance stability only for the inflation and output growth rates16. 

 

 
 

                                                 
14 Nevertheless, the Augmented Dickey-Fuller tests show that these series can be considered as stationary. 
15 Noting that these stability tests strictly require the estimates of the models in their linear forms, it is a matter of testing the 
null hypothesis of the individual or collective stability of the parameters versus the alternative that they follow martingale 

processes. The L statistic corresponds to the case where only one parameter‟s stability is tested while the  statistic 
corresponds to the case of joint parameters stability. These statistics follow non-standard laws which essentially depend on 
the number of tested parameters and the critical values are computed from the theoretical asymptotic distributions. The 5% 

critical values for these stability tests, taken individually and jointly, are . 
16 It seems like the linear model can adequately characterize the discount rate and the real marginal cost dynamics so that 
their expected values could be consider constant. 
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Table 1i. Parameters stability tests for the inflation rate 
 

 
 

Table 1j. Parameters stability tests for the real marginal cost 
 

 
 

Table 1k. Parameters stability tests for the discount rate 
 

 
 

Table 1l. Parameters stability tests for the real output growth rate 
 

 
 

However, in this linear framework, the intercepts are the possible source of non-linearity. To 
capture this possible non-linearity, the recourse to models with pure or partial parameter instabilities 
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seems necessary. From these AR(2) representations, we then introduce the Markov Switching 
specification to capture these non-linearity. 
 

3.3 The Markov Switching Approach 

The purpose of this specification is that the variables evolve between m regimes (levels) which 
are controlled by a probability law. We consider a Markov Switching Intercept Heteroskedastic - 
AutoRegressive (MSIH-AR) type of model in which the intercept parameters characterizing each 
variable dynamics have the possibility to change at each date according to the Markov chain. We 
estimate MSIH(m)-AR(2) models defined as 
 

      (15) 
 

where  is a first order Markov 
chain with transition matrix defined as 
 

        (16) 
 

where . In this specification, we suppose that 

the intercept  and the variance  change with the regimes  given the information 

 available in the beginning of the period t. Those terms vary according to the 

probability matrix P and the terms  measure the probability that a 

variable  switch from a level j at date t-1 to a level i at date t. In this context, the unconditional mean 

of a considered variable  can be measured by 
 

      (17) 
 

The estimation of this model is accomplished by the method of maximum likelihood and according 
to the procedure proposed by Hamilton (1989). The idea is to estimate the probability that an 

observation  has been generated by a regime k and therefore at time t, the intercept and the 

variance are in a state of . This estimation takes the form of a conditional 

probability  and can be written as 
 

  (18) 
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where  is the set of 

parameters to estimate and  represents the density of the conditional 

system of states . Essentially, it requires a filtering procedure which can be more readily visible 
when the expression (18) is rewritten under the following compact form 
 

     (19) 
 

where  is a vector of conditional probabilities containing the predictions of the analyst about the 

possibility that the observation  has been generated by a regime k. The k-th element of this vector 

represents . The term 1′ denotes an (3×1) vector all of whose elements are 
unity. The estimates and the optimal predictions for each date t in the sample are described by the 
following recursive algorithm 

        (20) 

where  represents the vector of conditional densities of which the k-th element is given by 
 

   (21) 
 

The log-likelihood function is 
 

      (22) 
and is maximized by using the system (20), given an initial value of the vector of conditional probabilities 

and a vector of initial parameters . 
First of all, we use some estimations to select the number m of regimes for each of the variables 

in the MSIH(m)-AR(2) class of models. The results17 are presented in the Tables 2a-2d. 
 

Table 2a. Selection of the number of regimes for the inflation rate 
 

 
 
 

                                                 
17 The statistic AIC is calculate as AIC=-2∗LnL+2∗l, where l is the number of parameters to be estimated in the model. 
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Table 2b. Selection of the number of regimes for the real marginal cost 
 

 
 

Table 2c. Selection of the number of regimes for the discount rate 
 

 
 

Table 2d. Selection of the number of regimes for the real output growth rate 
 

 
 

Given the MSIH(m)-AR(2) estimates presented in Tables 3a-3d, we have the following results for 
the main variables surrounding the Phillips curve debate. 
 

The inflation rate: 
 

Table 3a: Estimates of the MSIH(3)-AR(2) model for the inflation rate 
 

 
 

The MSIH(3)-AR(2) model seems to be adequate to characterize the inflation rate dynamics18. 
The unconditional means of the inflation rate calculated from this MSIH(3)-AR(2) estimates are given by 

. Thereby, the last state 

( , the most frequently visited) characterizes about 45% of the observations, 

whereas the first one, associated with a higher mean , appears as an exception because it 
only covers 26 quarters out of the 174 of the sample. The probability of being in this first state is 

                                                 
18 According to the likelihood value, the MSIH(3)-AR(2) specification is preferable to the linear model (Garcia (1998)) and the 
MSIH(2)-AR(3) model. Also, Kang & al. (2009) investigate the existence and timing of changes in U.S. inflation persistence 
using an unobserved components model of inflation with Markov switching parameters. Their results support using a model 
with three regimes to capture all of the serial correlation and heteroskedasticity in the inflation rate data. 
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estimated as  and naturally, we see that this state is effective over the course 
of the quarters of «hyper-inflation», namely during the years 74-76 and 80-82. Once in this state, the 

probability of remaining there is given by 9126.0
11




p  and the probabilities of leaving this regime are 

given by 0317.0
21




p and 0000.0
31




p . The probabilities of staying in the other regimes are higher 

( 9418.0
22




p , 9753.0
33




p ) than
11



p . In such a case, we can say that the first regime of a high 

expected inflation rate captures particular dates of this variable dynamics. The probabilities of leaving 

regimes 2 and 3 to reach the first one are 0874.0
12




p  and 0000.0
13




p . It appears that there is no 

direct transition between the regimes of low and high expected inflation rate. The second regime 

 which covers 71 quarters and can be associated with the average of the inflation rate 
represents an «intermediate» regime between the two others. We can see that the probabilities to 

switch between the regimes 2 and 3 are close to each other ( 0265.0
23




p and 0247.0
32




p ) and 

smaller than 
12



p  and 
21



p . Consequently, each regime can be perceived as «persistent» because if the 

inflation starts in its low regime then it will certainly switch to the intermediate level where it will be more 
attracted by the high inflation rate regime than the low rate regime. Figure 2a illustrates these 
observations. 

 

 
 

Figure 2a. MSIH(3)-AR(2) regimes probabilities for the inflation rate 
 

To check the adequacy of this specification, a panel of tests19 based on the score method is 
executed. The results20 of these tests are given in Table 4a. 
 

 

Table 4a. Adequation tests of the MSIH(3)-AR(2) model for the inflation rate 
 

                                                 
19 For more extensive details concerning these tests, see Hamilton (1996). 
20 The 5% critical values are given between [.] the p-values are given between {.}. 
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They indicate the instability of the variance of the residuals but not at the level of other 
parameters of the model in its global specification. Nevertheless, all the parameters of the model appear 
stable when each state is taken individually except in the last one. The absence of residuals 
autocorrelation, residuals heteroskedasticity and the hypothesis of a 1st order Markov are not rejected. 
Consequently, the MSIH(3)-AR(2) specification for the inflation rate appears to be more adequate. Its 
expected dynamics are illustrated in Figure 3a and its predicted dynamics are given by Figure 4a. 
 

 
 

Figure 3a. MSIH(3)-AR(2) expected inflation rate 

 
 

Figure 4a. Inflation rate as described by the MSIH(3)-AR(2) specification 

 
The real marginal cost: 

 

Table 3b. Estimates of the MSIH(2)-AR(2) model for the real marginal cost 
 



 

157 

 

Volume II Issue 1(3) Summer 2010 

 
 

The results suggest that the linear model can be considered as adequate even if the MSIH(2)-
AR(2) specification is preferred to the MSIH(3)-AR(2). The unconditional means calculated from the 

MSIH(2)-AR(2) specification are  and . These regimes 
reflect opposite values of the real marginal cost series. The probabilities of remaining in each of these 

two regimes are 7578.0
11




p  and 8827.0
22




p 9126.0
11




p  while the probabilities of leaving 

these regimes are given by 2422.0
12




p  and 1173.0
21




p . Figure 2b illustrates the probabilities of 

being in each regime at t given the information at t-1. These probabilities vary significantly across the 
sample indicating that the estimated regimes are not stable. 

 
 

Figure 2b. MSIH(2)-AR(2) regimes probabilities for the real marginal cost 
 

Globally and when each state is picked up individually, the results of the adequacy tests (Table 
3b) indicate that all the parameters can be considered stable in this specification. 

 
Table 4b: Adequation tests of the MSIH(2)-AR(2) model for the real marginal cost 

 

 
 



Theoretical and Practical Research in Economic Fields 

158 
 

The absence of residuals autocorrelation, heteroskedasticity and the hypothesis of a 1st order 
Markov chain are not rejected. The expected real marginal cost dynamics associated with the MSIH(2)-
AR(2) specification is illustrated in Figure 3b and the real marginal cost predicted by this specification is 
given by Figure 4b. 

 
 

Figure 3b. MSIH(2)-AR(2) expected real marginal cost 
 

 
 

Figure 4b. MSIH(2)-AR(2) predicted real marginal cost 
 

The discount rate: 
 

Table 3c. Estimates of the MSIH(2)-AR(2) model for the discount rate 
 

 
 

The linear model appears to be the best one can use to characterize the discount rate dynamics. 
The MSIH(2)-AR(2) estimates (Table 3c) confirm this result as the calculated unconditional means in 

each regime, i.e. , are close to each other. One can 
also notice that once in each of these states, the probabilities of remaining there are close to 1, given by 

9173.0
11




p and 9594.0
22




p  so that, these regimes can be considered as a unique one. However, 

we note that the infrequent switching between these two regimes are observed during the reported 
inflation «crisis» episodes from the end of the 60's to the mid 80's and another episode21 in 2001. Figure 
2c illustrates the evolution of these probabilities of being in each regime at t given the information at t-1. 

                                                 
21 This last episode may reflect the September 11 terrorist attack. 
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Figure 2c. MSIH(2)-AR(2) regimes probabilities for the discount rate 
 

The results of the specification adequacy (Table 4c) indicate a global stability of the all the 
parameters even when each state is picked up individually. The presence of residuals autocorrelation 
cannot be rejected while, residuals heteroskedasticity and the hypothesis of a Markov chain of the 1st 
order can. Consequently, the MSIH(2)-AR(2) specification for the discount rate does not appear to be 
the most adequate one. 

 

Table 4c. Adequation tests of the MSIH(2)-AR(2) model for the discount rate 
 

 
 
The expected rate dynamics associated with this MSIH(2)-AR(2) specification is illustrated in 

Figure 3c and the predicted rate is given by Figure 4c. 
 

 
 

Figure 3c. MSIH(2)-AR(2) expected discount rate 
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Figure 4c. Discount rate as described by the MSIH(2)-AR(2) specification 
 

The real output growth rate: 
Almost clearly, it seems like there is no break and, like in the discount rate case, the two regimes 

detected by the MSIH(2)-AR(2) specification  are 
close. 

 
 

Table 3d. Estimates of the MSIH(2)-AR(2) model for the real output growth rate 
 

 
 

The probabilities of remaining in each of these regimes can be assimilated to one ( 9894.0
11




p  

and 0000.1
22




p ) while the probabilities of leaving them are close to zero ( 0106.0
12




p  and 

0000.0
21




p ). The «high» growth regime takes place during the years 1973 to 1983 as shown by 

Figure 2d. 
 

 
 

Figure 2d. MSIH(2)-AR(2) expected real output growth rate 
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The results of the adequacy tests are given in Table 4d. 
 

Table 4d. Adequation tests of the MSIH(2)-AR(2) model for the real output growth rate 
 

 
 

The dynamics of the expected output growth rate associated with this MSIH(2)-AR(2) 
specification are illustrated in Figure 3d and the predicted series by this specification are given by 
Figure 4d. 

 
 

Figure 3d. MSIH(2)-AR(2) expected real output growth rate 
 

 
 

Figure 4d: MSIH(2)-AR(2) predicted real output growth rate 
 

In summary, the results indicate that only the inflation rate switches between three clearly 
identified regimes. In the real marginal cost case, even if the linear specification seems to be the 
preferred one, the MSIH-AR specification identifies two distinct regimes and some frequent switches 
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between these regimes. The discount rate and the output growth rate seem to be adequately 
characterized by the linear specification. Based on this first stage results, we estimate the different 
versions of the Phillips curve according to different econometric specifications. The choice of these 
specifications is based on the theoretical background of each version of the Inflation-Real activity trade-
off as discussed in the introduction of this paper. 
 

4. Estimation of the Phillips Curves 

Insofar, as we try to measure the impact of expectations on the theoretical validity of the trade-off, 
we focus on empirical aspects of the different versions of the Phillips curve presented in the introduction 
of this paper. We estimate these major versions of the post-Keynesian views of the trade-off assuming 
that all the coefficients in these versions could be time or states varying. Building on the expected 
values of the main variables, one can consider the following econometric approaches. 
 
4.1 Classical Estimation of the Keynesian Trade-off 

As a benchmark version of the trade-off, we estimate the Keynesian Phillips Curve. This basic 
version, described by equation (KPC), is estimated assuming an intercept term and a Generalized 
Autoregressive Conditional Heteroskedasticity GARCH(1,1) process as 
 

        (23) 
 

The results (Table 5) indicate that the KPC trade-off is weakly effective over the sample period as 

 is only significant at 12%. 
 

Table 5: Estimates of the Keynesian Phillips Curve 
 

 
 

4.2 Time Varying Parameters’ Estimation of the Monetarist Trade-off 
Recalling that in the monetarist vision of the trade-off, agents are assumed to adaptively make 

their expectations, we estimate the following Time Varying Parameters - Augmented Phillips Curve 
 

       (24) 
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In this framework, the expected inflation rate is calculated based on the MSIH(3)-AR(2) estimates 

 and the natural real activity is extracted from the MSIH(2)-AR(2) estimates of the 

real marginal cost . 
The results, obtained using a linear Kalman filter procedure, are given by Table 6. 

 
Table 6. Estimates of the Augmented Phillips Curve 

 

 
 

The extracted filtered series of the APC coefficients  are illustrated in Figures 5a 
and 5b. 

 
 

Figure 5a. Dynamic of the expected inflation rate impact when  
 

 
 

Figure 5b. Dynamic of the expected inflation rate impact when  
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One can show that before 1969, the expected inflation rate impact on the current rate evolves 

under the frontier line . After this year, this series converge to this long term value. The 

coefficient measuring the real marginal cost impact on the inflation rate  is positive except during 
the years 1965-1970 and 1972-1974 which can be considered as a period during which the Phillips 

curve was temporally ineffective. After 1975, the series tend to the estimated KPC value  even if 

the coefficient  stays close to its long term value. The effectiveness of this monetarist trade-off is 
weaker than the Keynesian one. 

When we estimate the APC equation measuring the expected rate of inflation with the one period 

lag series , the expected rate impact never reaches its frontier line even if it is close to it 

after 1973 (Figure 5c). The coefficient  is positive before 1973 but stays negative after this 
year (Figure 5d). 

 

 
 

Figure 5c. Dynamic of the real marginal cost impact when  
 

 
 

Figure 5d. Dynamic of the real marginal cost impact when  
 

Put together, these results seem to confirm the intuition behind the monetarist view of the trade-
off as they globally highlight an advent of the long-term conditions impulse by the agents' myopic 
correction. 
 

4.3 Two-Steps Estimation of the New Keynesian Phillips Curves 
The main problem which is raised in estimating equations (NKPC-PI and NKPCSS-PI) is related 

to the presence of expectations terms . In order to respond to this problem, we follow a two 
steps strategy to estimate the New Keynesian Phillips Curves coefficients. In the New Keynesian 
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framework, it is almost assumed that the inflation rate is a stationary process. But, one can assume a 
possible long memory process in the inflation rate or in all the main NKPC variables' dynamics. 
 

4.3.1 Fractional Integrated - Vectorial AutoRegressive reduced Forms’ Estimation 
In a first step of these estimations of the New Keynesian Phillips Curves coefficients, we study the 

dynamics of the variables considering a Fractional Integrated - Vectorial AutoRegressive (FI-VAR) 
reduced form. This reduced form permits us to investigate the inflation persistence hypothesis. Also, 
building on the evidence of asymmetries in the evolution of the inflation rate, we combine the techniques 
based on fractional integration with the results of the non-linear model estimations outline in the first 
stage of this study. 

In this Fractional Integration framework, we first fit ARFIMA(1,d,0) univariate models to the series 
based on demeaned data and using maximum likelihood procedure. The demeaned data are calculated 

using the sample mean of the series for the real marginal cost , the discount rate  and 

the real output growth rate . In the inflation rate case, we used the MSIH(3)-AR(2) means 

calculated for each of the three regimes, (i.e.  from 1974:I to 1982:I, 

 in the periods 1966:II - 1973:IV and 1982:II - 1992:I and finally 

 in the periods 1960:I - 1966:III and 1992:II - 2003:IV). 
Considering these inflation rate regimes subdivisions of the sample, we estimate a FI-VAR model 

with one lag to reduce the number of parameters to be estimated. The model can be written as 
 

        (25) 
 

 (26) 
 

where  with 

. 
This fractional departures from the linear VAR specification have very different long-run 

implications as in equation (25), each variable in  can be non-stationary but non-explosive 

depending on the values of the differencing parameters . When these parameters are equal to 0.5 

the variables are non-stationary and the non-stationary increasing towards  can be viewed 
as becoming "more non-stationary", but it does so gradually. Non-linearity and the order of integration of 
inflation rates can, therefore, be considered as a key point to understand the dynamics of the inflation 
rate and to measure the expectations impact on the Inflation - Real activity trade-off. Noting that 
fractional integration and non-linearity are issues which are intimately related (Diebold, and Inoue 
(2001), Davidson, and Terasvirta (2002), Caporale, and Gil-Alana (2008), etc.), we take into account the 
analysis of the order of integration of the variables in the first stage Markov Switching Intercept 
Heteroskedastic - AutoRegression framework. To estimate this model, we follow the procedure 
described by Sela, and Hurvich (2009). 
 

4.3.2 The Structural Parameters’ Estimation 
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In a second step, we run the estimation of the structural parameters using the cross-equation 
restrictions that the model requires for the considered reduced form. Specifically, the estimation 
performed in the first step offers a set of FI-VAR coefficients describing the data through these reduced 
forms which, combined with the restrictions imposed by the theoretical model, lead to a moment 
conditions F that capture the gap between the data and the model. 

Starting from the FI-VAR(1) estimates and considering equation (NKPC-PI), one can express the 
conditional expectations of the deviations of the variables relative to their steady states as22 
 

       (27) 

Under the assumption that , we are able to obtain the conditional 
expectations of each variable by projecting the left and right terms of equation (NKPC-PI) on 

, i.e. 
 

     (28) 
 

 (29) 
 

where  terms are column vectors of value 1 at the position corresponding to the variable k and 0 

elsewhere and are used to select separately each of the four variables in the vector . 
We then obtain a first set of moment conditions that capture the difference between data and 

model as 

       (30) 
 

Similarly, one can use the NKPCSS-PI equation to form the second set of moment conditions 
linking the steady state values of all the model variables 
 

 (31) 
 

                                                 
22 Their empirical steady state equivalents are given by  
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These two sets of moment conditions define an overall distance measure that enables us to judge 
the adequacy of the model to the data 
 

        (32) 
 

so, the model fits the data, if and only if, there is a vector of structural parameters  that solves the 
following constrained minimization problem 
 

        (33) 

subject to  1,0 ,  1,0  and   ,0 . 

 

4.3.3 FI-VAR Estimation of the NKPC Model 
Based on the first stage and the previous results but also on previous works (Cogley, and 

Sbordonne (2005), Groen, and Mumtaz (2008)), we estimate the first generation of the New Keynesian 
Phillips Curve given by equation (NKPC) following the two-steps strategy. In the first step, the FI-VAR 
estimation23 procedure starts with the univariate estimated differencing parameters (Tables 7a-7c) for 

the all variables and setting all the initial off-diagonal elements of 1A  and Σ to zero. 
 

Table 7a. FI-AR(1) estimates based on the first inflation rate regime 
 

 
 

Table 7b. FI-AR(1) estimates based on the second inflation rate regime 
 

 
 

Table 7c. FI-AR(1) estimates based on the third inflation rate regime 
 

                                                 
23 Note that in this NKPC context, the FI-VAR model will be written as 

 

where  
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From these univariate estimates, the bivariate FI-VAR(1) results are reported in Tables 8a-8c. 

 

Table 8a. FI-VAR(1) estimates in the first inflation rate regime 

 
 

Table 8b. FI-VAR(1) estimates in the second inflation rate regime 

 
 

Table 8c. FI-VAR(1) estimates in the third inflation rate regime 

 
 
One can show that in the second regime, the inflation rate has a larger differencing parameter 

than in the other two. In this skepticism regime, the inflation rate differencing parameter is quite close to 
0.5 implying a long memory in the series. In the real marginal cost case, the highest differencing 
parameter is associated to the third regime. These results imply that, when price start to increase from 
the third regime to the second one (decrease from the first regime to the second one), reflecting the 
departure from the optimism (pessimism) regime to reach the skepticism one, the agents become more 
concerned by the level of the inflation rate. Similarly, when the economy moves to the pessimism 
regime, firms seem to pay more attention to the level of the real marginal cost. 
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The corresponding results of the distance minimization24, obtained from the bivariate FI-VAR 
reduced form estimates, are presented in Table 9. 

Table 9. Structural parameters based on the FI-VAR(1) estimates 

 
 

The results indicate that the parameter measuring the degree of price rigidity is estimated as 

. The indexation parameter is 

estimated as . Then, firms that do not 
receive the signal to optimize their prices have a weak and quasi-negligible tendency to index them on 
the past inflation. Finally, the parameter that measures the degree of substitution between goods is 

estimated as . This estimated degree of substitution between goods 

imply a mark-up of about . 
The corresponding NKPC coefficients are computed for each inflation rate regimes and 

associated with each of the FI-VAR autoregressive coefficients. Figures 6a-6b show these Phillips curve 

coefficients . 

                                                 
24 Note that in this simplified version of the trade-off, the conditional expectations of the deviations of the two variables 
relative to their steady states are given by 

 
and their empirical steady state equivalents are given by 

 
Also, the resulting conditional expectations of each of these two variables are given by 

 
and the unique set of moment conditions that capture the restrictions implied by the theoretical model on the set of 
parameters describing data via the reduced form will be written as 

 
In this NKPC framework, we then solve the following constrained minimization problem 

 
to obtain the estimated structural parameters. 
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Figure 6a. Dynamic of the expected inflation rate impact based on the FI-VAR(1) estimates 

 
 

Figure 6b. Dynamic of the real marginal cost impact based on the FI-VAR(1) estimates 
 

We note that during episodes of oil and monetary shocks (1973-1976 and 1979-1982), 

 so that the Phillips curve seems to disappear. This reversal of the Inflation - Real activity 
arbitration clearly marks the renewal of the arbitration vision initiated by authors such as Phelps (1967), 

Friedman (1968) and Lucas (1972a). The impact of the expected inflation rate is high  
during these years. 
 

4.3.4 FI-VAR Estimation of the NKPC-PI Model 
In this New Keynesian Phillips Curve with Positive steady state Inflation framework, the FI-VAR(1) 

estimation procedure starts with the univariate estimated differencing parameters (Tables 10a-10c) for 

the all variables and setting all the initial off-diagonal elements of 11A  and Σ to zero. 
 

Table 10a. FI-AR(1) estimates based on the first inflation rate regime 
 

 
 

Table 10b. FI-AR(1) estimates based on the second inflation rate regime 
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Table 10c. FI-AR(1) estimates based on the third inflation rate regime 
 

 
 

 

The multivariate results are reported in Tables 11a-11c. 
 

Table 11a. FI-VAR(1) estimates in the first inflation rate regime 
 

 
 

Table 11b. FI-VAR(1) estimates in the second inflation rate regime 
 

 
 

Table 11c. FI-VAR(1) estimates in the third inflation rate regime 
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Considering the univariate results, we note that, like in the NKPC case, the differencing 
parameters are low in the optimism regime indicating that all the series have short memories. When the 
economy enter in the skepticism regime, we note that the differencing parameters of the inflation and 
the output growth rates increase to reach values close to 0.5 indicating that these series have long 
memories. In this second regime where the expected inflation rate is at an intermediate level, agents 

seem to be extremely concerned by the output growth dynamics as . This last result 
could indicate that agents are questioning the monetary authority's credibility in its fight against the 
inflation. In the pessimism regime, firms seem to be almost attentive to the real marginal cost evolution 
and extremely concerned by the dynamics of the discount rate. The differencing parameters of these 

two last series are  and . Clearly, the agents are examining the 
monetary authority's decisions in these medium and high inflation rate regimes. 

Considering the multivariate case, the results are globally the same as in the univariate one. 
However, in the pessimism regime, in addition to the real marginal cost and the discount rate, we note 
that firms continue to attentively look at the inflation rate dynamics as its estimated differencing 

parameter is . Note that we consider a measure of an inflation gap so that our estimated 
differencing parameters measure the persistence of this inflation gap. As suggested by Cogley, 
Primiceri, and Sargent (2010): "this inflation gap is weakly persistent when the effects of shocks decay 
quickly and that it is strongly persistent when they decay slowly. When the effects of past shocks die out 
quickly, future shocks account for most of the variations in the inflation gap, pushing our measure (of the 
differencing parameter) close to zero. But when the effects of decay slowly, they account for a higher 
proportion of the near-term movements, pushing our measure of persistence closer to" 0.5. Our results 
then suggest that the inflation gap's persistence has changed over time. 

The results of the distance minimization, presented in Table 12, indicate instability in the price 
stickiness through the estimated inflation rate regimes. This parameter is estimated as 

 and . 
 

Table 12. Structural parameters based on the FI-VAR(1) estimates 
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As reported by Groen, and Mumtaz (2008), a week instability tendency can be associated to this 
parameter. The estimated probabilities of prices non-adjustment are then much more varying when one 
considers both the presence of long memory and regimes switching in the inflation rate dynamics. We 
observe that in the second regime, the prices are much more rigid than in the other two regimes 
illustrating the skepticism in the economic environment. 

The indexation parameter is estimated as  and 

. Globally, firms that do not receive the signal to re-optimize their prices have a weak 
and quasi-negligible tendency to index those prices on the past inflation except in the second regime. 

This results confirm those of Cogley, and Sbordone (2005) who estimate . However, in 
the skepticism regime, where the differencing parameters of the inflation and the output growth rates 
are the highest, firms that do not have the opportunity to re-optimize their prices are much more 
backward looking than in the other two regimes. The fact that this parameter can be non-zero seems to 
confirm results obtained by many other studies performed in the NKPC with a zero steady state inflation 
rate (Gali, and Gertler (1999), Giannoni, and Woodford (2003)). For most of these studies, this 
indexation parameter is significant and estimated between 0.2 and 1. The existence of a non-zero 
indexation degree can capture the observed persistence of the inflation rate additionally to what is 
detected by the FI-VAR model. This result is also highlighted by Groen, and Mumtaz (2008) who 

estimate . 
Finally, the parameter that measures the degree of substitution between the goods is estimated 

as . These results remain fairly close to the values estimated by 
Cogley, and Sbordone (2005) and those of Groen, and Mumtaz (2008). 

The NKPC-PI coefficients are derived from these estimated structural parameters computed for 
each inflation rate regimes and associated with each of the FI-VAR autoregressive coefficients. Figures 

7a-7b show the Phillips curve coefficients , reflecting the evolution of the 
expected inflation rate impact and the effectiveness of the Inflation-Real activity trade-off respectively. 
 

 
 

Figure 7a. Dynamic of the expected inflation rate impact based on the 
 FI-VAR(1) estimates for the NKPC-PI model 
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Figure 7b. Dynamic of the real marginal cost impact based on the  
FI-VAR(1) estimates for the NKPC-PI model 

   

We note that during episodes of oil and monetary shocks,  challenging the 
Phillips curve in these periods but less consistently than in the NKPC case. Also, some non-negligible 
challenges (possibly associated to the NBER recessions episodes and the September 11 events) are 

highlighted and, as one can expect, the impact of the expected inflation rate is high  
during these years. 
 

5. Conclusion 

In this paper, we undertake some econometric inquiries into the dynamics of the main variables 
involved in modeling the New Keynesian Phillips Curve. We have shown that the inflation rate appears 
to be generated by an autoregressive process of the second order with constant lag coefficients and an 
unconditional mean, oscillating between three different regimes that could be assimilated to three 
expected targets of the U.S. inflation rate. According to this MSIH(3)-AR(2) specification, the expected 
inflation rate evolves between these regimes controlled by a Markov chain. This latter could be 
perceived as a system of beliefs formed by the agents on the three presumed fulfillments of their 
inflationist expectations. These beliefs can be qualified as adaptive since the probabilities of switching 
from one regime to another are conditional on the previous states of the economy. In the real marginal 
cost case, the MSIH(2)-AR(2) specification does not appear to be the most adequate one to 
characterize its dynamics. The linear model seems to be the most adequate specification to 
characterize this variable dynamics. For the discount rate and the output growth rate, the expected rates 
estimated by the MSIH(2)-AR(2) are almost constant so that the best specification to characterize these 
variables dynamics appears to be the linear one. 

From this first empirical stage findings, we conducted empirical analysis around the famous 
bridge between the nominal and the real economic spheres associated to the Phillips curve. Our results 
are supportive of regimes' persistence inflation hypothesis, implying that shocks have a permanent 
effect in some of the regimes (like the skepticism or pessimism ones), but have finite lives in the 
optimism regime. 

The results of this study show how the introduction of agents' expectations in the different 
versions of the trade-off has affected its empirical effectiveness and helped highlight the nuances 
between the three main visions of the evolution of the economic system. Globally, the results 
schematize some of the main aspects of the divergence between the classical, the monetarist and the 
Keynesian views on the theoretical validity of the Phillips curve. 
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1. Introduction  

This paper critically discusses the issue of rationality and choices in economics by examining 
both the behavioral and evolutionary approaches. 

Economics has pointed out, with Leon Walras and Vilfredo Pareto, its independence from the 
other disciplines following a deductive-nomological approach and treating the non-economic behavior 
as "irrational”. This has led to exclude all links or contamination of economics with disciplines such as 
philosophy, psychology and biology. Not by chance that Lionel Robbins expressed a concept of choice 
entirely contained in the economic dimension. He claimed in his book Essay on the Nature and 
Significance of Economic Science in 1932 that economic theory is a deductive science, by which can be 
calculated the behavior of individuals, if are known the purposes, the means available and the 
preferences. Robbins then postulates the concept of choice in economics as a result of a coherent and 
logical reasoning, which implies and emphasizes the role of rationality.  

Research in psychology, instead, has systematically depth the study of topics such as human 
judgment and behavior (also economic behavior) of individuals, challenging the traditional concept of 
perfect rationality of economic science. In addition, psychological research in economics, known as 
cognitive-behavioral approach and the biological and evolutionary line of research have highlighted 
some shortcomings and inconsistencies of economic science, showing, as in the case of behavioral 
economics, a systematic discrepancy between economic theory and reality. This implies the inability of 
economics and its theoretical system known as the theory of rational choice to explain and describe the 
complexity of reality. 

This contribution argues the issue of choice and rationality in economics looking at different 
approaches with respect to the traditional analysis. Our investigation aims, on the one hand, to highlight 
the scientific contributions of psychology in economics, since psychology, and with it the theoretical 
approach of the behavioral economics, has made more complex and problematic the analysis of 
economic choices, showing the limits of rationality. On the other hand, the work offers a reinterpretation 
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of the theory of Alfred Marshall in a biological-evolutionary perspective. His theory showed the dynamics 
and the evolution of the economic system. In Marshall‟s works, there is the clear belief that economic 
and biological phenomena share a large number of similarities concerning the organic and complex 
nature, but also the involvement in a constantly changing world. The reinterpretation of Marshall's theory 
in a evolutionary perspective aims to show that, historically, economics has not been a discipline 
aligned in a homogenous way to a single and undifferentiated thought, locked into the idea of perfect 
rationality, but, on the opposite, is a discipline that has enriched itself and continually is enriching by 
contributions and significant contaminations with other research fields.  

 

2. Choice and rationality, between economics and psychology * 

2.1. Expected utility and choices under uncertainty 
Neoclassical economics, by adopting a system known as the “Theory of rational choice”, has 

described the decision as a rational process conducted by a single cognitive process. In such a process 
it is assumed that each individual has stable and consistent preferences and make decisions based on 
the principle of maximization of the subjective expected utility. So given a set of options and beliefs 
expressed in probabilistic terms, it is assumed that the individual maximizes the expected value of a 
utility function U (x). This means that - according to the Theory of rational choice - an agent is rational if 
it maximizes the value of his expected utility function, where this function exists if are met the three 
axioms (transitivity, continuity, independence) on which are based the preferences. To maximize his 
expected utility function, the individual uses probability estimates and utility values as elements of the 
calculation, assessing the probabilities and significant utilities on the basis of his personal opinion but 
also using all relevant information available. In practice, this process is based on the assumption that 
the utility of an individual under conditions of uncertainty can be calculated as a weighted average of the 
utilities in each possible state, adopting as weights the probability of occurrence of each alternative. In 
this complex theoretical model the actions of individuals are the result of a choice and the rationality of 
actions is, therefore, the manifestation of the criterion of rationality of the agents.  

The complexity of the system of choice under uncertainty manifests itself in the fact that one 
must take into account several conditions of rationality, such as the existence of a regular system of 
preferences on the consequences; the rationality of expectations about the consequences of actions; 
the rationality of the function that determines the system of preference on the actions relative to the 
expectations about the consequences of actions (Schilirò, 2011).  

The expected utility theory has been generally accepted as a normative model of rational 
choice, by defining what decisions are rational. In fact, if an individual does not maximize his expected 
utility is intended to violate in his choices some precise axiomatic principles, which are also rationally 
binding. This theory has also been applied as a descriptive model of economic behavior (Friedman, 
Savage, 1948; Arrow, 1971) so as to constitute an important reference model in economics. However, 
the expected utility theory has proved unable to adequately describe the behavior of individuals, as 
Maurice Allais has been shown in Paris in 1952 with his experiment on gambling, which he published in 
Econometrica in 1953 and known as the "Allais‟ Paradox" 25. The purpose of Allais was to show that the 
axiomatic method of subjective expected utility theory, proposed by von Neumann and Morgenstern in 
their book Theory of Games and Economic Behavior (1944), did not constitute a proper descriptive 
theory of choices under uncertainty, since he had met in several experiments the violation of the axiom 
of independence. Individuals, in fact, behaved in an ambiguous way in the choice between almost 

                                                 
*Paragraph 2. is written by  Daniele Schilirò 
25 In 1952 in Paris, Allais presented his famous "Paradox" to an audience composed of the best economists of his 
generation: among others, Kenneth Arrow, Paul Samuelson, Milton Friedman, Jacob Marschak, Oskar Morgenstern and 
Leonard Savage. The results of laboratory experiments conducted by Allais showed that people chose inconsistently and 
preferred solutions that do not maximize expected utility, thus demonstrating that the axiomatic definition of rationality did not 
allow describing and even predicting the economic decisions. 



Theoretical and Practical Research in Economic Fields 

184 
 

certain events and probable events. Allais then expressed the need to change the formal criteria of the 
theory. 
 

2.2. Rationality and economic choices in the behavioral approach 

The "Allais Paradox" is a first important critique of the theory of expected utility because it 
highlights how individuals are "inconsistent" in their choices, as they are driven by motivations that the 
Theory of rational choice does not explain and cannot justify, due to its axiomatic definition of rationality. 
Another "Paradox" is the one developed by Ellsberg (1961), who demonstrated experimentally another 
type of inconsistency in preferences, showing that individuals prefer to bet on a lottery with known 
probabilities of winning rather than on a lottery with ambiguous results. Individuals therefore show an 
aversion to ambiguity. This aversion to uncertainty (ambiguity) is subjective but completely ignored in 
the model of expected utility from a descriptive point of view, while it is not considered eligible from a 
normative point of view. 

But the most interesting critical contributions to the axiomatic approach of the Theory of rational 
choice theory come from the cognitive-behavioral theoretical strand that has emerged in the seventies. 
The results of research in cognitive psychology reveal different distortions (biases) in decision making 
under uncertainty that the economic theory of rational choice did not consider at all. These results 
highlight especially a number of anomalies in conceptualizing a model where individuals maximize their 
utility function, which, by hypothesis, is perceived as conistent, accurate and also stable over time. It 
follows that they often make systematic errors in predicting their future experience of results and, 
therefore, fail to maximize their utility (Kahneman, Thaler, 2006). This occurs because individuals face 
in their acting real difficulty in assessing their preferences. Therefore, they prefer the pursuit of instant 
gratification, which, however, are often inconsistent with their long-term preferences (Rabin, 1998). 

Behavioral economics is then really a return to reality from an untenable position that the 
rational optimizing model is the only framework for economics (Shiller, 2005). Thus, behavioral 
economics, through his experiments, tries to account for constant deviations that individuals make in 
real life with respect to the theory of choice in its standard version, at the same time postulating a 
system of heuristic evaluation.  Kahneman and Tversky were the promoters and the protagonists of the 
cognitive-behavioral turn. In one of their contributions Tversky and Kahneman (1974) documented that 
individuals made systematic deviations from perfect rationality when they express a judgement under 
uncertainty. Tversky e Kahneman provide a theoretical explanation about the observed deviations from 
perfect rationality, noting that people rely on «heuristic principles which reduce the complex tasks of 
assessing probabilities and predicting values to simpler judgmental operations» (1974, p.1124). Tversky 
e Kahneman, therefore, do not abandon the assumption that individuals are intelligent and intentional in 
making decisions, but they assume just systematic and specific distortions that move away the 
individuals‟ judgements from perfect rationality. 

Rabin (1998, pp. 24-32) mentions among the various distortions highlighted by Tversky and 
Kahneman, and other scholars – e.g., Gilovich, Vallone and Tversky (1985), Bruner and Potter (1964), 
Keren (1987) and others, who contributed to this line of researches in behavioral economics: the “law of 
small numbers”, or the tendency of individuals to overestimate by a rather small sample the similarities 
with the entire population from which the sample came from, and the “confirmatory bias”. This stems 
from the fact (as documented by the results of research in cognitive psychology) that people tend to 
incorrectly read the evidence of the data, so as to constitute further evidence in support of their 
hypothesis, which explains the occurrence of “confirmatory bias”. 

Other violations of the expected utility paradigm that have a psychological motivation and which 
are important in the choice of a financial nature are risk aversion and, above all, loss aversion 
(Kahneman and Tversky, 1984). For most individuals, in fact, the motivation to avoid a loss is greater 
than the motivation to make a profit. This general psychological principle, which is connected to a kind 
of survival instinct, means that the same decision may give rise to opposite choices depending on 
whether the results are presented to the subject as losses rather than such as loss of earnings. This 
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type of evidence has led Kahneman and Tversky (1979, 1984), but also Thaler (1980) to develop the 
“prospect theory” as part of their cognitive-behavioral approach. This theory starts from the observation 
that the probability distributions perceived by individuals, who make decisions under uncertainty, are not 
invariant with respect to environmental contexts.  Hence one of the cardinal principles of behavioral 
economics is framing, that is, human actions are heavily influenced by frames of reference. The 
institutional structure that individuals have is the basic framework for all of their economic decisions26. 
Kahneman e Tversky have shown, for example, that many of the risks of little importance are given 
disproportionate weight, but also that the losses and future earnings are not treated symmetrically. The 
uncertain gains and losses are evaluated in this case in relation to the wealth possessed by the 
individual (endowment effect)27. The expected utility of the subjects is not calculated according to the 
monetary values that make the probability distribution, but rather on the deviation of these values from 
the status quo, which corresponds to the wealth of the individual. In this way, at different levels of wealth 
can match order of preference on the same pair, contradictory to each other, and this behavior is 
attributed to the perceptual processes that process information about uncertain events.  Kahneman and 
Tversky attribute this behavior to the perceptual processes that process information about uncertain 
events taking as reference the situation to which the individual has been previously adapted. The 
authors link the description and understanding of economic decision to the analysis of the functioning of 
mental processes, thus emphasizing the psychological motivations of this perceptual distorsion. 
Kahneman and Tversky have, thus, questioned the assumptions of rationality of neoclassical 
economics. In fact, most of the economic analysis assumes perfect rationality in agents' decisions, but 
also the rationality of the judgments and predictions on which those decisions are based.  

The approach of behavioral economics goes therefore beyond the rationality postulated by the 
neoclassical economics and formalized in the Theory of rational choice; it does indeed point to a 
different concept of rationality: i.e. that of bounded rationality. This concept, introduced by Herbert 
Simon (1955, 1956, 1978)28 indicates that rational choice that takes into account the cognitive limits of 
the agents.  

According to Simon, even though individuals try to make decisions as rationally as possible, 
they can not be entirely rational due to some factors or limits such as: the complexity of the problems, 
the availability of incomplete information, the limited ability of agents to process information, the limited 
time available to them, the conflicting preferences of decision makers with respect to objectives. 
Simon's approach based on bounded rationality has focused primarily on so-called process of finding a 
satisfactory level ("satisficing search and process") through which individuals, because of limitations in 
cognitive processes, unlike the process of maximizing, seek solutions to achieve a sufficiently good 
level of aspiration that they have set. This mechanism, validated by a large amount of empirical results, 
leads individuals, in the case where it is difficult for them to find "good enough” solutions to set an 
aspiration level, to diminish and/or increase the search activity. This rationality of the process of looking 
for alternatives, according to Simon (1987), is more procedural than substantive, rationality is in fact a 
feature / quality of the research process - as is highlighted by Novarese, Castellani, Di Giovinazzo 
(2009) - and is a psychological form of rationality, as opposed to economic rationality. So in the Simon‟s 
vision, bounded rationality is more related to the procedural level of decision making. Bounded 
rationality is consequently a complex mechanism, which takes into account many aspects of the mental 
process of the human person: both aspects of the research activity and/or ongoing adjustment of the 
level of aspiration and of post-decision assessment. Both these phases of decision-making are closely 
linked to personal experience and to the ability to "frame" a situation, putting it in relation to previous 
similar situations through a kind of analogical reasoning. 

                                                 
26 Shiller (2005) argues that behavioral economics yielded important institutional innovation and in any case maintained an 
environment friendly to institutional innovation. 
27 Kahneman, Knetsch, Thaler (1990). 
28 See also Cyert, Simon, Trow, (1956), Simon (2000). 
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Simon's ideas on bounded rationality mean that, as regards the decision analysis, the focus 
shifts - as stated by Egidi (2005)29 – from decision to the representation of the alternatives, thus paving 
the way for an extremely wide range of empirical studies on the building of strategies, problem-solving 
and learning.  

Kahneman and Tversky are broadly in agreement with Simon in arguing that the analysis of 
cognitive process should be put at the center of the investigation of economic behavior, though without 
calling into question the normative force of rational choice. Their theory does not seek to falsify the 
expected utility theory as a normative theory, but will demonstrate its inadequacy at empirical level and, 
consequently, the poor predictive ability of economic theory on which it rests. Kahneman and Tversky 
distinguish two stages in the process of choice under uncertainty: first, the mental representation of 
events, second, the phase of evaluation (Tversky, Kahneman, 1986). In particular, the mental 
representation of events constitutes, in their view, the key element of the decision. The attitude to risk 
varies according to the different individuals, depending on the frame within which lies the choice 
(Kahneman and Tversky, 1979). It follows that the frame, or the context of choice, coeteris paribus, 
helps to determine a different behavior. In conclusion, Tversky and Kahneman, with their theory, 
certainly did not want to support the thesis of human irrationality, but they indicated the way to build 
models or "maps" of bounded rationality (Kahneman, 2002), thereby following an approach not much far 
from Simon‟s. 

There is, however, another perspective, different from behavioral economics: the experimental 
economics. This latter approach justifies, by means of laboratory experiments, its capacity of analysis 
and verification of theories. For instance, in the event you want to test the empirical plausibility of an 
economic theory, the experimental analysis may be useful to check its generality; the laboratory 
represents, in fact, a special case in which a theory, that claims to be general, must find a positive 
response.  The experimental evidence may also provides useful suggestions to the refinement of a 
theory, showing, in front of the empirical evidence produced in the laboratory, where it will highlight its 
greatest weaknesses. This theoretical strand of experimental economics identified weaknesses and 
strengths in the approach of behavioral economics. Vernon Smith (2000) – the most influential exponent 
of experimental economics – critiques several aspects of the theory of Kahneman e Tversky, but he 
shares with them some conceptualizations, he also considers Herbert Simon as one of the major 
economists for his theory and his experimental method. With regard to neoclassical theory, Smith 
(1982, 2000) recognizes in it some elements of great explanatory power, but also significant 
weaknesses. He argues that neoclassical economics in its standard formulation is a good first 
approximation to understand and predict the behavior of markets30, but this theory - according to Smith - 
is incomplete, especially in the definition of the convergence processes over time. 

The economic literature, which documents paradoxes and inconsistencies of rationality is rich 
and certainly goes beyond the above mentioned contributions from Kahenamann and Tversky, Thaler 
and other protagonists of the behavioral approach. An important issue about this concerns intertemporal 
choice, namely a choice between options the consequences of which occur at different points in time. It 
is good to mention in this regard the empirical paradoxes that document the failure of the traditional 
discounted utility model. As is well known, in the literature the dominant normative model is the model of 
Samuelson (1937), in which the utility of the various alternatives over time, measured at the time the 
investment decision is taken, is the weighted sum of the values of utility of all the alternatives, 
discounted as a function of time in which they arise. According to this model, the behavior of an investor 
is rational in dynamic terms when he realizes his investment plan consistenly as formulated in the 
present.  

The discounted utility model provides a way to evaluate the intertemporal choice. First, there is 
the stationarity of preferences, whose main implication is that if A is preferred to B at time t, it will be 
preferred at any other time in the future. Secondly, the main component of the model is a function of 

                                                 
29Egidi, Prefazione in Motterlini, Guala (2005, p.XV). 
30 Experimental economics is concerned with markets and institutions rather than individuals. 
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discount that is used to calculate the present value of future utility. In many applications of the model 
are being used exponential discount functions. These functions generally have an exponential discount 
rate that is constant through time and equal for all goods. The exponential discount functions also have 
the convenient property of not generating inversions of preference. Strotz (1956)31 was the first 
economist to formalize a theory of commitment and to demonstrate that the mechanisms of commitment 
may be important determinants of economic performance. He has shown that when the discount 
functions of individuals are not of exponential type, individuals prefer to limit their future choices. The 
mechanism of commitment is usually undertaken by individuals-decision makers when their preferences 
are dynamically inconsistent. 

Within the cognitive social psychology and behavioral economics, the research on intertemporal 
choice (Ainslie, 1991, Akerlof, 1991; Thaler, 1981) has produced abundant evidence of the pervasive 
devaluation of the future by the economic agents. These empirical studies have led to affirm that the 
discount functions are usually hyperbolic (Mazur, 1987, 1988). The hyperbolic discount functions are 
characterized by a relatively high discount rate on the short horizons and a relatively low discount rate 
on the long periods of time. This complex structure of discount rates creates a conflict between today's 
preferences and preferences to be held in the future. In addition to the hyperbolic functions, appeared in 
the literature other discount models that contain functions that try to explain this "bias towards the 
present" in the evaluation of monetary sums. These models make use of the quasi-hyperbolic discount 
function (Laibson, 1997). The empirical evidence is therefore generally inconsistent with the property of 
a constant discount rate as postulated in discounted utility model.Thus, these different discount 
structures are relevant in that they may play a role not only in economic decisions, but also in the 
generation of self-control problems.In conclusion, the models that are following the cognitive-behavioral 
approach represent, according to some scholars, a collection of tools and/or ideas rather than a unified 
theory, so this approach is not yet a theoretical paradigm independent and structured (Motterlini, Guala, 
2005, p. 26). The fact remains that the “psycho-economic” models, if formally founded and empirically 
tractable, may contribute to the development of a more general theory of rationality based on cognitive-
behavioral bases. The behavioral economics with its research program and its models seeks to balance 
the relationship between theory and evidence, using a broader but, at the same time, less rigid concept 
of rationality, where the psychological dimension of individuals is not excluded in the economic choices.  
 

3. Evolutionism and biology in economic models** 

3.1 Economics and biology in the theories of Alfred Marshall 
One of the major merits of behavioral economics has been to show experimentally that, in 

everyday life, there are numerous possibilities that arise when we make an important decision; thus, the 
consequences of these choices are not clearly predictable or known a priori. In this complex and 
uncertain environment, our choices have consequences which can be more or less favorable over time. 
Experiencing the different consequences permits the knowledge of various options and allows to 
elaborate a preference for some of them. If we then verify the consequences associated with each 
choice, our uncertainty decreases and, therefore, decisions will be driven, according to our inclinations, 
whether or not to run risks.  As a consequence, we can speak of the decision-making as an adaptive 
process that manifests itself in fundamental steps that an individual adopts in relation to a complex and 
dynamic environment. It allows us to control and direct the choices to the options that are more 
profitable. A '"right" decision-making allows us to learn of new situations, to move forward taking into 
account the errors and also to modify the actions that have proven inappropriate. On the opposite, when 
behaviors are no longer suitable, that is, when the choices of individuals have systematically 
unfavorable consequences for themselves and for their group, than the decision is called "inappropriate" 
(or pathological). The most complicated aspect of decision-making is that not only the choices are at 
stake, but rather the values that we assign to them. The preference for an action over another depends, 

                                                 
31 For a survey: Shane, Loewnstein, O'Donoghue, (2002). 
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in fact, by the way our brain interfaces with the internal and external world. It is these same mechanisms 
that constrain our choices, anchoring them to our biological needs. The ability to assign a value to the 
different options of choice is becoming more sophisticated over time, because it represents a valid 
strategy for solving problems that affect our survival and also for a requirement of flexibility in dealing 
with the uncertainties of the surrounding environment (Montague, 2008). The living beings also tend to 
develop increasingly complex structures, accumulating changes due to various adjustments or 
reorganizing their previous configurations. In this sense, the standard economic models have had the 
great limitation of not taking into account that the phenomena and processes of change must be 
historicized and thus can not be caged into rigid and outdated mathematical models. 

In this context of reform of contemporary economic theory, the discipline that has had the merit 
of capturing the evolution of economic realities is biology (Hodgson, 1993). However, as Theodosius 
Dobzhansky (1973) had already realized, you can not grasp something important in biology without the 
idea of Darwinian evolution by natural selection. It is the latter, in fact, to have offered to biological data 
a very powerful overall consistency from the explanatory standpoint and, in some cases, also from the 
predictive point of view, bringing together the great amount of experimental data within a single 
theoretical framework by which we can interpret the multiformity of living being and his many 
transformations (Pievani, 2005). However, before the theory of evolution and economics could establish 
a fruitful interdisciplinary dialogue, there was the need that both reached a certain level of maturity. This 
dialogue was possible given certain assumptions that the two sciences share, i.e.: 1. Rarity. The 
economic/biological individual search limited resources. 2. Competition. The individuals are competing 
for the achievement of the limited resources. 3. Maximisation. The individual is represented as the one 
that maximizes a value (utility / attitude) in the attainment of resources. 4. Joint Emergency. The 
processes (market / evolution) are not directed by the agents, but derive from the competitive interaction 
between them.  Although several authors have referred to the economy as a biological system, Alfred 
Marshall is the economist who looks at an advanced use of the evolutionary paradigm. In fact, he 
provides in his work, Principles of Economics32, the argument in favor of "organic economy", based on 
the assumption that the economic and biological phenomena share a large number of affinities, from the 
complex and organic nature to the involvement in a changing world, to the qualititive and quantitative 
influences that imply that future events do not ever reproduce the same conditions. 

Apart from the Principles, also the later work of Marshall, i.e. Industry and Trade (1919), is 

crossed by a chronic dissatisfaction that is revealed every time he found not so much the logical 
inconsistency of the successful economic analytical tools, but rather their lack of immediate applicability 
to practical situations. The originality of his idea of economic dynamics, or rather of economic 
evolution, derived from a biological model that has been shelved for a long time until many areas of 
knowledge have been permeated by evolutionary theories. In economics, however, the term „evolution‟ 
(or evolutionism) is used in different and sometimes opposite ways. There is indeed a sense of usage 
of the term ‘evolution‟ that does not go beyond an explanation in analogical terms. In this case the 
use of biological terms is simply to criticize or justify the standard economic theories or notions as, for 
example, the equilibrium of the markets. Another point of view could be to take rather seriously the 
evolutionary paradigm, specify its characteristics, and then to reason in terms of reproduction and 
selection. To construct a satisfying theory of economic evolution is not enough then, to look for 
similarities with the notions of natural selection, change, unit of selection, but it should be necessary to 
supplement, beyond the simple conceptual marks, what brings together the economic approach with the 
evolutionary one.  In fact, because the principle of natural selection, applied to the evolution of the 
patterns of social and industrial organization, is theoretically relevant, it requires, in origin, an integration 
and understanding of Darwinian evolutionism as part of its global issue. Alfred Marshall has worked 
following this perspective, that is, questioning about the way that  

                                                 
** Paragraph 3. is written by Mario Graziano. 
32 First Edition 1890. 
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Darwinian evolution could be used for the study of economic phenomena. The peculiarity of 
Alfred Marshall is, in fact, that of being one of the first economists to have explicitly claimed the use of a 
double approach, static and dynamic, for the study of economic phenomena. Both approaches are 
structured around systems of reference, based on analogy, of different nature, which are respectively 
the physical model and the biological model. Marshall argues that there is a relative strong analogy 
between the first stages of an economic reasoning and the static step in the physical sense. Then he 
asks if there is a step so profitable in the last stages of an economic reasoning and the dynamic 
methods, and his answer is negative. He, in fact, thinks that in advanced stages of reasoning, biological 
analogies are more appropriate than physical ones. (Marshall, 1961). In his argument, the two reference 
systems, based on analogy, (i.e., the physical and biological) do not underlie the same kind of 
theoretical reasoning. According to Marshall, in fact, the formal analogies set in physics or mathematics 
have the advantage of providing static solutions, in terms of equilibrium, with an emphasis on some 
economic aspects. In this case, a formal correspondence is established between two fields of 
knowledge (physics and economics) in which their contribution to the economic analysis is exhausted in 
providing a series of arguments that do not lead to useful conclusions. In contrast, Marshallian biological 
analogies establish a substantial correspondence between a field of knowledge and another, through a 
coherent network of similar relationships between objects and properties of both domains. Differently 
from the formal analogy, which is an integral part of the logical construction of a theory, the place of 
predilection of the substantial analogy is therefore that where you work in the selection of pre-theoretical 
assumptions. According to this perspective, the substantial analogies are often used to compensate for 
the limitations of an emerging science through the use of scientific paradigms of another science which 
is more consolidated or „classical‟. In the case of Marshall this may seem paradoxical given that biology 
as a discipline was born in the nineteenth century (with Lamarck), while economics goes back much 
further. Actually, Marshall uses biological analogies to treat, according to a different point of view, the 
already old question of economic dynamics. However, the real question is whether the use of biological 
analogies is able to overcome the simple imitation or may become a useful learning tool for the 
conceptualization stage of a new knowledge. Our analysis aims to demonstrate how Marshall sees the 
study of economic life in the Darwinian evolutionary spectrum, thus identifying the economic forces as 
living and moving forces, dropped in a changing world. 

In the era of Marshall, most of the theoretical constructs developed by the fathers of the 
equilibrium theory was based on an abstract notion of time borrowed from rational mechanics. For 
example, in the case of Walras, the mathematical conditions on which it was based its concept of 
equilibrium canceled out any time horizon. As highlighted by Claude Ménard (1979): «the action and the 
consequences are mixed, the dimensions are perfectly continuous; [...] we are in a timeless world and 
without costs». From a technical point of view, «the image of time is copied on the kinematics of the 
machines without frictions [...] and the global time is constituted only by juxtaposed moments (of stops 
over time)» (Menard, 1979, p.3). Thus, being the time materialized in the form of a continuous and 
uniform usage, the economist could afford to make abstraction of this variable in the determination of 
economic laws. 

By considering, instead, the notion of time as one of the most burdensome of any construction 
of economic models, Marshall‟s analysis differs from timeless economic analysis. In the Darwinian 
version of evolution, the time is inseparable from the origin of the living world and its evolution and it is 
also associated with a certain idea of continuity, instability and contingency.  According to Bergson, the 
time of evolution is «a real-time envisioned as a stream, or in other words, as the mobility itself of the 
being» and it is opposed to the abstract time «time that intervenes in our speculations on artificial 
systems, that die and reborn forever» (Bergson, 1996, p.336). Similarly, Alfred Marshall defined 
economic progress as the organic growth, which is limited, restricted and sometimes opposed by a host 
of factors that affect each other and whose effect varies depending on the state of growth already 
achieved by each of them (Marshall, 1961). His equilibrium analysis has different basis and detaches 
itself from that of other equilibrium theorists (like Walras or Jevons) mainly because he included in his 



Theoretical and Practical Research in Economic Fields 

190 
 

model the appearance of the time period. The choice of the period, in fact, determines the point of view 
of the observer, and, therefore, the theoretical explanation. The two crucial Marshallian periods, the 
short-term and long-term, define deeply different modes of regulation. In the long term, for example, the 
determination of regulatory mechanisms calls upon temporal specificities of the market, since the 
behaviors depend on the duration considered. So, while for Walras, the “real” market plays rather the 
role of a logical construction, the equilibrium markets in the marshallian tradition are in time. For Claude 
Ménard, the fact that the very foundations of Marshallian equilibrium are different with respect to 
marginalist economists allows us to glimpse already a turn toward biological analogies: «the problems 
raised by the integration of decentralized markets and active units led him to seek on the side of the 
living beings most suitable models to the expression of the economic processes» (Ménard, 1979, p.51). 

Marshall shows us how the whole organization is characterized by its transitory form, so that 
compromises any pretense of the economist to identify universal laws similar to those of physics. As an 
example, Marshall presents the principle of division of labor. This principle, at the time of Adam Smith, 
was identified as a "routine" that favored, due to standardization, the quality of the products. Later 
gradually it took the form of mechanization, a process by which man is gradually replaced by the 
machine. Marshall has shown that, regardless of its form, the principle of division of labor must its 
preservation at a proper adjustment to the purpose for which it is applied. Adam Smith had already 
explained the advantages of this method but, as Marshall points out, has always avoided making it a 
universal law that would guarantee the prosperity and welfare of the people as they did instead, 
according to Marshall, Smith's disciples. This form of industrial organization that simply meets the needs 
of its time, owes its success to temporary adavantages that outweigh the drawbacks (especially on 
social matters). The economic model of Marshall, by contrast, is inseparable from the social reality and, 
therefore, must first increase its knowledge with respect to the reality itself and, then, concentrate on the 
effects that is could have on the practical life. 

The problem of Marshall is therefore to find a classification system that allows the economist, 
using a small number of terms of common use, to express a large number of subtle distinctions. The 
main difficulty will be to express all this in a language intelligible to the general public even by 
structuring a system of definition universally valid. The solution proposed by Marshall, is of utmost 
importance for the goal we have set ourselves, since it makes direct reference to Charles Darwin and 
his classification system. We quote a key sentence, in which Marshall, after adhering to the idea of Mill 
to develop a scientific classification for economic objects, precises exactly the nature of this 
undertaking: «We come up often against this difficulty: that the most important proposals in a phase of 
economic development may be among the least important for another. On the subject, economists have 
much to learn from recent experiences of biology and the depth discussion of the question that Darwin 
did, which throws a vivid light on the difficulties that present themselves to us. Darwin shows that the 
characters that determine the practical life of every living being in the economy of nature are not, 
normally, those elements that throw more light on his origin, but the ones that throw less. [...]. 

Similarly, for an economic institution, those peculiarities that contribute the most to make it work 
that should actually do, are probably, for this reason, even of recent date» (Marshall, 1961, II, I, IV). 
Applied to the economic object, this means that the real "affinity" (Darwin's definition) or the 
fundamental properties of a particular notion are those that determine its adaptation to the means, but 
those that are «the hereditary result of the community of descendents» (Darwin, 1967).  Marshall wants 
to prove that the (current) social organization is the product of a slow development of many generations 
who owe their basic properties, not so much to those that allow it to adapt to their purposes, but to 
others, which were conveyed as a sort of common code, through the various forms that the same 
properties have taken over time. Such is the influence of heredity for Marshall that works both for living 
beings and for business organizations. He wants to show how most of the distinctions that are 
expressed in economic terms are based on differences of degree and not of nature. 
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3.2 Economic progress and natural evolution 

Ever since the publication of Darwin's theory, there has been a misunderstanding that 
originates in the identification that was made between evolutionary tendencies and progress. This is 
partly explained by the influence of the writings of Herbert Spencer, philosopher, contemporary of 
Darwin, who, trying to unify under one principle: the law of evolution, the phenomena described by the 
natural and human sciences, it has distorted the original Darwinian sense. The law of evolution, 
according to Spencer, expresses a tendency inherent to the increasing complexity of the organization of 
living beings, which is always achieved in the sense of progress. None of this was ever said by Darwin, 
who, however, has contributed in some way, to ensure that this misunderstanding lasted, replacing, 
albeit with some reluctance, in the sixth edition of "The Origin of Species," the notion of natural selection 
with that of  “survival of the most suitable", borrowed from Spencer. Some have interpreted this new 
formula as the quintessential example of the viable competition: the victory of the strong over the weak. 
In Darwin's key idea, however, natural selection has as its ultimate goal the ever increasing 
improvement, an improvement which inevitably leads to a gradual progress in the organizations and in 
most living beings. As Telmo Pievani explains: «It is important to remember, however, that Darwin was 
never tired to distance his theory firmly away from any social and political implications: the struggle for 
survival, for him, was a complex scenario of interrelations between organisms in of an ecosystem and 
had nothing to do with the metaphor of the survival of the more suitable that will suffer pernicious 
applications in the social and racial sphere» (Pievani, 2005, p. 8). But then, «what is called progress or 
adaptation is merely the necessary result of this game of interactions that inevitably take place between 
the system and its surroundings» (Jacob, 1980, p. 194). The idea of evolutionary progress, therefore, 
does not imply that of an internal principle of improvement. If many have misunderstood the mechanism 
of natural selection, it is also because they had not integrated the pattern that underlies it.  Natural 
selection is not deterministic, it must be interpreted as a statistical concept: «to have a superior 
genotype does not guarantee the survival and abundant reproduction: this only gives a higher 
probability» (Mayr, 1982, p.653).  

In the chapter of the Principles dedicated to the analysis of social and industrial organizations, 
Marshall gives the feeling of having perfectly integrated this dissociation between progress and 
development that exists in the theory of Darwinian evolution. He writes: «Every economic strength will 
constantly change its action under the influence of other forces acting around it incessantly. The 
changes that occur in the volume of production, in its methods and its cost of production will affect each 
other, without stopping» (Marshall, 1961, II, I, V). This definition incorporates, therefore, in any 
construction of economic models, two of the main philosophical parameters of Darwinian view of 
evolution: first, the integration of a historic time for the study of economic evolution that forces the 
scholars to take into account the irreversibility of phenomena; secondly, the economic evolution does 
not presuppose the idea of a linearity of change oriented towards the perfectibility. Evolution and 
progress are two separable notions. This separation explains how the different forms of social or 
industrial organizations are subjected to a process of natural selection in economic terms that, in a 
competitive world, gradually eliminate those organizations which do not have a proper adjustment to 
their means and simultaneously promote the formation of new organizational forms. Moreover in his 
view, the economic mechanism of natural selection, as the biological mechanism, is understood 
probabilistically. It can always practice outside influences preventing the emergence of a form of 
organization, which a priori would be in perfect adequacy with a given means and  mutually, it can 
happen that the struggle for survival is not able to give birth to organisms which would however very 
advantageous for their purpose. In the business world, the need for a new industrial layout is certainly 
not enough to cause the supply. Finally, Marshall retains the uncertain and external aspect of the 
mechanism of natural selection. Progress in the division of labor, as a special form of organization, is 
mainly due to factors external to firms, as «the extension of markets, the increased demand for large 
quantities of goods of the same kind» (Marshall, 1961, IV, IX, III). He then proposes a use of the 
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Darwinian principle of divergence. Such a principle is derived from the physiological division of labor of 
Milne-Edwards, which provides to the evolution a preferred direction. 

As pointed out by Jean Mathiot, this principle «is the conquest of new ecological suitable places 
that opens up cumulatively to new opportunities of benefits for innovative organisms. One advantage in 
an organism creates the ecological conditions of its amplification, correlatively to an increase 
divergence with respect to the initial conditions of existence of the group from which it is derived, this 
divergence will open up new possibilities of existence and reproduction» (Mathiot, 1998, p. 2). This 
principle, applied to the economy, explains the progressive disappearance of some firms in the same 
market that does not have a quite differentiated structure. 

Marshall, raising the question of the various forms of organization, places his reasoning in a 
context in which the variability is the true norm. He does not start from an arbitrary definition of industrial 
enterprise to reject afterwards all the forms that deviate. On the contrary, he defines an enterprise 
through its life cycle as every kind of tree has its normal life in the same way the length of time during 
which an enterprise of any type is likely to retain its full strength is limited by the laws of nature 
combined with the circumstances of place and time, with the features and the degree of development of 
the industrial sector to which it belongs (Marshall, 1961). These laws of nature act on the company by 
limiting the length of life such that, after a period in which the firm will realize, if it is well suited, 
economies of scale, it will lose part of its strength, its flexibility and power of progress in the fight against 
its leading competitors.  

The idea of a struggle for survival is, however, an old idea, the use of which dates back to the 
seventeenth and eighteenth centuries. But then it was considered a benign formula, which allowed the 
necessary corrections to equilibrium of the nature (as for example in Line, Cuvier, etc.). Instead, the 
Darwinian theory of struggle for existence calls into question the idea of a harmonious constancy of the 
world. Since Darwin, the adaptation of organisms must be seen as a dynamic process, and not as a 
static status over time, the organisms are devoted to extinction, unless there is a continuous change to 
perpetuate itself in a constantly changing physical and biotic environment. Returning to the economic 
context, the Darwinian principle of struggle for existence must express the similar idea of a competition 
between various agents and organizations for the existing resources. Marshall applies this idea in 
Industry and Trade to competition between the different organizational forms of the same branch of 
industry. In particular, as Keynes, which was a Marshall‟s pupil, said: «The volume as a whole also 
serves to illustrate what Marshall was always concerned to emphasise, namely the tran-sitory and 
changing character of the forms of business organisa-tion and of the shapes in which economic 
activities embody themselves. He calls particular attention to the precarious and impermanent nature of 
the foundations on which England's industrial leadership had been built up» (Keynes, 1924, p.370). 

Specifically, Marshall gives top priority to the advantage that large companies have,  which 
have evolved methods of mechanization, that allow them to take advantage of external economies, 
related to the overall development of the industry, and of internal economies at the same time, which 
are linked to their resources. 
 
4. Conclusion  

This work, critically arguing the issue of rationality and choices in both the behavioral and 

evolutionary approaches, has tried to highlight the limits of the theory of rational choice of 
neoclassical economics. This theory, over the years, aimed at increasing its mathematical precision 

trying to gain the same level of prestige of the physical sciences in the Victorian era. If its 

methodological framework has been able to hold, though with some difficulty, on the legal front, so it 
was not at descriptive and predictive level, since manifestly far from reality as the empirical evidence 
and expriments of cognitive-behavioral economics have demonstrated more in detail from the 
seventies onwards. So to the conception of homo economicus, perfectly rational, that has a complete 
knowledge, is replaced that of a different king of individual endowed with a bounded rationality. 

According to behavioral economics, in fact, people in everyday life rarely apply expensive choice 
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procedures that lead to the selection of the option capable of maximizing their expected utility; they, 
instead, use much simpler procedures that do not provide the best choice, but that lead to results at 
least “satisfying”. A similar argument in terms of critique of the neoclassical economic theory in the 
tradition of Walras and Pareto can be done by following the evolutionary-biological approach. The 
extension of Darwin's theory to economics (as well as other branches of knowledge) is based on the 
ability to identify a substrate that, although it is not genetic, it is capable to replicate itself, passing on to 
descendants parts of their own characteristics, and admitting also a variety of possible outcomes for the 
evolutionary process. The models and theories by Marshall, discussed in this paper, carried away a 
vision of the economy in dynamic-evolutionary terms different from standard traditional economics, 
which is formally abstract, where words such as law, normal, trend, average, strength, cause, do not 
express what really happens, but what might happen on the basis of certain assumptions that are never 
exactly realized. The true novelty from Marshall was to have exceeded this limit, through a double 
identification of biological and economic laws, on the one hand, and the economic object and the living 
matter, on the other.  
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Abstract: 
Models are better means of approximating reality, suitable for most economic phenomena which are 

generally represented by dynamical processes. Economic mathematicians have begun their study of this type of 
processes and have reached so far that today they are able to elaborate dynamical bifurcation diagrams that 
include all mathematical phenomena and Hopf bifurcation, in particular. In this paper, we have explained the 
behavior of an advertising model that consists out of a Cauchy problem made for/from a system of ordinary 
differential equations. 

An advertising model is written in the form a Cauchy problem for a system of two first order ordinary 
differential equations involving two real parameters. For two particular values of them it is shown that a 
degenerate Bogdanov-Takens bifurcation phenomenon occurs. This implies an extremely complex behavior of 
the economic model for advertising. 
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1. Mathematic model 

This advertising model firstly elaborated in 1950 has been the subject of a more rigorous analysis 
in 1992, by Feichtinger. It was afterwards associated with one of the epidemic theories - as advertising 
can be compared with “spreading germs”. Potential buyers (X) are „infected” by these germs through 
advertising and thus they get in contact with brand consumers (Y). 
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where   Yta   is the contact rate of advertising in a given time t, presumed to be proportional 

with the number of regular buyers;  represents the distribution rate of competing brands;   stands as 

the rate of migration, mortality or oblivion;   . Thus, the system becomes (Tu, 1994): 
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1.2. Case scenario - 0k  

In this particular situation, the system becomes 
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hyperbolic. Its non-hyperbolicity makes it impossible to apply a Hartman-Grobman theorem. This is why 
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we cannot link the portrait phase of the nonlinear dynamical system to the portrait phase of the 
corresponding linear dynamical system, in the sense of topological equivalence. The eigen vectors 

corresponding are   ,1 v  and  0,12v . The set of equilibrium points of the linear system are 

situated on the line 0Y . 
 

1.3. Case scenario 0k  

In this case, the following transformations can be made X
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The above system (1.2) can also be written as: 
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2. Equilibrium points 

Taking into account ‟s economic significance, the result is generally 0 . Also, because 0  

then 1 . Under these circumstances, the system allows only a single equilibrium point  0,00r , the 

origin. The linearized approximation is the system: 
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We notice that 0 represents – in the parameter space   ,  - a hyperbola whose center is 

given by 
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,0C  and whose asymptote equations are 0  and 024   . In the domain held 

between the bows of the hyperbola which are the origin of the landmark, we have 0 , and beyond 
this point, the discriminant is negative. Concerning the values, the following situation arises (Figure 2.1): 
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Figure 2.1. The dynamical bifurcation diagram 
 

In the domain I, the origin is a saddle point; in domain II – it is a repulsive focus; in III – an 
attracting knot; in domain IV – an attracting focus; in domain V – a repulsive knot, on the semi-
line 1 , where 1 is the center, and O is a non-hyperbolic point (double zero). 

The only points from the parameter space for which the equilibrium point isn‟t a hyperbolic point 
are those situated on the semi-line 1 1 . For all the other values taken by the   and   

parameters, the origin is a hyperbolic point and – based on the Hartman-Grobman theorem – the phase 
portraits from the nonlinear case are topological equivalents to those of the linearized. Hence, we deal 
with the non-hyperbolic case in which the information provided by the associated linearized system will 
have to be added. In the case 1 the initial system becomes: 
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The matrix of the linearized system is 
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a Hopf bifurcation is revealed. For  i1 , the complex vector is: 
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The real vector subspace of (1.1) for a base of     0,,1,1 21 vvB  ; the crossing matrix from 

the initial base to base B  is 
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. In base B , the A  matrix assumes the canonical shape 
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where       222, xyxxxyxyxh    

  0, yxk  
 

Figure 2.2a. Linear case (center)  Figure 2.2b. Non-linear case (Hopf bifurcation point) 
 

This is the normal shape and the a coefficient, introduced by Guckenheimer, gives stability to the 

orbit; evaluated by 0 yx  it yields: 
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Because 0a  - according to the Hopf bifurcation theorem – the result is that the system has a 
stable periodic orbit (Figure 2.2). In this case, the complex conjugate values are purely imaginary; 
hence, the origin is a repulsive subcritical Hopf bifurcation point (Figure 2.3). The equilibrium point is 

non-hyperbolic, defined as a condition of involution ( 0trA ), so that it is situated in co-dimension one. 

 
Figure 2.3. Limit cycle, an inside trajectory and the oscillations for 9.0  and 2  

 

3. The case of 1  

In the particular case that 1 , the system becomes 
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equivalent of the algebraic system
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v
. So, the equilibrium points describe the line 1v  

and the hyperbola 0 uvvu . Furthermore, there is also the fixed variety given by uv  , tangent 

at the origin of the hyperbola 0 uvvu (Figure 3.1). The sense of this variety is given by the sign 

of the derivative )1(2 vvu 


. 
 

Figure 3.1. The set of equilibrium points 
 

At the origin, the Jacobian matrix resembles 
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A  and we obtain 0det A , 0trA , 

2OA  , being situated in the conditions of the Bogdanov-Takens bifurcation, which means co-

dimension two, with two involution conditions. 

For a given equilibrium point 0M  on the hyperbola 0:  uvvuH ,  000 ,vuM , the Jacobian 

matrix of the linearized system is



















121

121
2

00

2

00

vv

vv
B and the corresponding equation has its 

roots in 01 , 
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002 2 vv  . For 01 , the main direction is given by the 

vector  001 1,1 vuw  , and for
2

002 2 vv  the main direction is given by  1,12 w . 

The tangent at 0M  on H  is given by the right side of the equation 

    011 0000  vuvuuv . And what is interesting enough to observe is that 1w is a direction 

vector for this tangent. 
 

3.1. The analysis around the equilibrium  0,0  

In order to have this equilibrium for the zero values of the parameters, we performed the 

transformation 11   , 21   . Thus (1.2) becomes: 
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For 0 , it has the eigenvalues     000 21   . The corresponding eigenvectors 

are  Tv 1.10  ,  Tv 1.01   and the generalized eigenvectors are  T0.10  ,  T1.11  . 

Let us use the linear transformation 
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to turn (3.1) into: 
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Writing (3.4) in the form: 
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where  kla  and  ,, 112,1 vuP  are smooth functions of their arguments. We have 000 a ; 

 1210 1  a ;    111 2101  a ;  120 12 a ;  102 12 a ; 011 a  and 

000 b ;  1210 1  b ;  212101  b ; 120 2b ; 102 2b ; 011 b . 

 
With the transformation: 
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(3.4) becomes: 
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for certain smooth functions  klg ,       0000 011000  ggg  and a smooth functions 

   3
, yOyQ  . One can verify that    00 2020 bg  ,      000 112011 bag  , 

     0200 110202 abg  . 

With the transformation: 
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(3.5) becomes (3.6): 
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where       02000 112011  bag , there  
 
 011
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g

g 
   is completed by annihilating the coefficient 

of the term in 2z , in the equation (3.6). There (3.6) becomes: 
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By the time transformation    dzdt 11 , (3.7) reads: 
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and by a coordinate transformation 11   , 2122    (3.8) becomes: 
 

           














32

2022111

2

120110002

21

2

1

2

1




Offfff
 (3.9) 

 

where     0000 hf  ,         001010 hhf  ,         102020 2hhf  , 

    1111 hf  ,       20202  hf  
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So far, we have: 
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where     001 h ,         0200102
2

1
hhh   and          021020

2

1
hhhA  , 

    11hB  . 

 Now, in the method from Kuznetsov (Kuznetsov,1995) the next time transformation is
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Due to the fact that 020 b , it follows   00 A  and, so, we cannot continue the chain of transformations 

leading to the Bogdanov-Takens normal form. Hence, the point    1,1,   corresponds to a degenerated 

Bogdanov-Takens bifurcation point. In order to obtain the corresponding normal form it necessary to apply other 
methods. 
 

4. Economic interpretation of the results 

From the economic point of view, and taking into account the significance of , one can conclude 

that normally 0 . In the same manner, because 0 , then 1 . In the equilibrium points that are 

situated on 1 , 0 , the system allows a stable periodic orbit (with a stable limit cycle) consisting 

out of four phases (Figure 4.1): 

Figure 4.1. The stable periodic orbit, with four phases 
 

1) prosperity - when X increases, Y  increases; so, the number of potential buyers and the 
number of users both increase, hence it indicates a time of prosperity, when the product fills a gap in the 
market; 

2) saturation - when X  decreases, Y  increases; this reveals the time when the product saturates 
the market, it is well-known and the main concern of the buyer is “which product should I buy?”; 

3) free-fall - when X , Y  both decrease; at this phase, the number of users decreases; it‟s a time 
of decrease, when the product is at a certain point of acceptance, its utility known but its place on the 
market is only due to its past reputation 

4) come-back, recovery when X  increases and Y  decreases. In the recovery phase the buyer 
is reminded why the product exists, as it is relaunched by a new advertising campaign. 

 

The purpose of advertising is as much to inform consumers regarding the existence of a new 
product (in terms of its functionality, usage, advantages compared with other similar products), as it is to 
orient them towards purchasing these products. Advertising campaigns must be correlated with the 
activities conducted in the market and with the actions of the launching – on a large scale – of the 
product. 

The equations of the mathematical model proposed in this article can be extended taking into 
account that the estimation of parameters in such functions use statistic data that come from surveys, 
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selective market research, family budget planning, research studies regarding the launch of a new 
product, studies concerning the life cycle of a certain long-term use product, yearly statistics, the degree 
of substitution and complementarily of certain products or the buyers‟ behavior. 

 

5. Conclusion and prospects for further research 

The apparition of the nonlinear dynamics had permitted the understanding and the development 
of some processes and methods that draw near the phenomenon to reality. The development of the 
theory of singularities and the theory of bifurcations had completed the multitude of instruments of 
analyzing and represents dynamics more and more complex giving the possibility of analyzing systems 
that were hard even impossible to use them from the traditional point of view.  The study of nonlinear 
dynamics is very important for us because the economic systems are defined as nonlinear. Much of 
them contains multiple discontinuities and incorporates an inherent instability being permanently 
submitted to the actions of shocks and external and internal perturbations. 

Generally, with the activities being more complex, with the need of planning, search for strategies 
and formal actions grows. The economic domain is a domain in which the uncertain grade and risk is 
very high and in which the planning plays an important role in trying to reduce this incertitude. In 
essence, the elaboration of strategies in this domain purposes a clear and systematic structure of the 
modulations in which the followed objectives can be touched by a judicious allocation of the resources 
by long or short term. 

This study is only a starting point of economic dynamics. We are confronted with more difficult 
analytic problems: economic systems are described by unstable nonlinear dynamic equations of high 
dimensions with different adjustment speeds. The existence nonlinear theories have significant 
implications for economic forecasting, methodologies and so on. 
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