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Abstract 

The purpose of this paper is to analyze the dynamic response of a small subset of variables to exchange 
rate shocks by using a new method based on a set of theory-consistent sign restrictions for the purpose of 
identifying shocks over time (1995Q1–2019Q1) in the Moroccan economy. It is important to note that the 
current account presents the so-called “J-curve” phenomenon. Additionally, Morocco entered into a period of 
deeper and longer recession and higher inflation following the dirham’s depreciation. Following a real 
depreciation, the output has little effect on improving the current account balance. Our results suggest that the 
monetary authorities reacted immediately to exchange rate shocks by raising their interest rates to prevent the 
economy from falling into deflation.  

Keywords: contractionary; exchange rate shocks; vector autoregression; sign restrictions. 

JEL Classification : C51; E30; F41. 

Introduction  

For transition economies, the reaction of real output to depreciation or devaluation50 becomes a major 
challenge, not only for researchers but also for econometricians. The contribution of this study to the literature 
lies primarily in elucidating the conditions under which depreciations are more likely to be contractual/ 
expansionary in the economy. The importance of understanding the effect of depreciation on output cannot be 
ignored, as it provides important insights for policy-making.  

The purpose of this paper is to study the empirical relationship between production and the depreciation 
of the Moroccan dirham. We use a fairly comprehensive vector autoregressive (VAR) model, as it allows the 
endogeneity of the exchange rate to be taken into account. Many previous studies that have adopted VAR 
models (e.g. Kamin and Rogers 2000; Ahmed et al. 2002; Shi 2006; Kim and Ying 2007 and Özcan 2020) have 
used the Choleski decomposition to identify shocks. It is only relatively recently that, in the devaluation 
literature, the VAR model based on the sign restriction method has been used.  

 
50The terms “depreciation” and “devaluation” are used interchangeably in this paper, as the focus is on estimating the 
effects of real exchange rate changes on output. 
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This remainder of this article is organized as follows. Section 2 calculates the new effective exchange 
rate index (EERI), while Section 3 presents bivariate data analysis between the real exchange rate and output. 
Section 4 presents a complete VAR model, including analysis of the sign restriction methodology. Estimation 
results and robustness checks are presented in Sections 5 and 6, respectively. Finally, conclusions are 
presented in Section 7.  

1. The New Effective Exchange Rate Index for The Dirham  

In this section, we aim to estimate the exchange rate index of the Moroccan dirham, or the EERI, 
weighted according to trade (includes the US dollar, euro, yen, Chinese renminbi, and pound sterling). The 
importance of currencies depends on the percentage of trade with Morocco. In order to be able to calculate this 
index, the most important exchange rate would be that of the euro, which represents the importance of Europe 
in Moroccan trade. This effective exchange rate better reflects the impact of the exchange rate on 
macroeconomic conditions than a bilateral rate. The nominal EERI is an index of a weighted average of bilateral 
exchange rates. We have estimated the real EERI, which is considered as the nominal EERI adjusted by a 
measure of relative prices or costs, as its changes take into account both the evolution of the nominal exchange 
rate and the inflation differential vis-à-vis trading partners. The EERI has a variety of applications for both policy 
and market analysis: as a measure of international competitiveness; as a component of representative indices 
of monetary and financial conditions; as a criterion for assessing the transmission of external shocks; and as an 
intermediate monetary policy objective or operational objective.51 It is therefore essential for authorities and 
stakeholders to have accurate EERI measures. In our study, we consider an exchange rate that is constructed 
so that a decrease reflects a real appreciation of the dirham. 

The methodology proposed for constructing the trade-weighted index of the dirham is as follows. The 
current calculation method is based on the weighted geometric average of a basket of currencies chosen to 
represent the major share of Morocco’s bilateral trade in goods and services. For a base period rated 0, the real 
effective exchange rate (EERI) index of the dirham (i) against a foreign currency of the partner countries (j), 
where 𝜔/ is the weight of currency i.  

1.1 Weight for the Effective Exchange Rate Index (EERI) 

For the j currencies included in the index, the weight of an individual country’s currency is based on the 
country’s share of Morocco’s trade in goods and services: 

𝑆 =
𝑋
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Where ST is the inverse of the share of trade represented by the currencies used in the EERI basket. 
Therefore, the actual EERI is calculated according to the following formula: 
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51For example, Singapore uses this type of exchange rate as an operational objective, with foreign exchange intervention 
to control the currency rate; for more details, see Monetary Authority of Singapore (2001). 
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Є𝑀௧ is the bilateral real exchange rate; units of dirhams per euro (euro/MAD); 

𝐸௧
 is the unit of euros per each unit of foreign currency ( 2, ...,i j ); 

𝜔  is the weight of foreign currency ( 2, ...,i j ); 
𝜔ଵ is the weight of the euro; 
𝐶𝑃𝐼௧

 is the price level in the foreign country j; 
𝐶𝑃𝐼௧

௨ is the price level in the euro zone; 
“t” is the current period; 
“j” is the number of currencies included in the EERI; 
EERI0 is equal to 100; and 
0 is the base period. 
This weighting system is based on the work of Turner and Van’tdack (1993). The weights, derived from 

trade flows in goods, reflect both direct bilateral trade and competition in third countries through double 
weighting. This method of weighting based on trade has its theoretical basis in Armington (1969) and implicitly 
assumes the existence of a single type of product, differentiated according to its country of origin, with a 
constant elasticity of substitution. 

An older method for the often-used EERI calculation, based on the arithmetically weighted average of a 
basket of currencies, is also chosen to present Morocco’s trade structure as illustrated in the figure below with a 
view to comparing this with the previous method. Specifically, at each moment t, the EERI is calculated using 
the following formula: 
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Figure 1 shows the evolution of the EERI according to the two calculated methods. 

Figure 1. The evolution of the EERI according to the two calculated methods 
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Note: TCPM represents EERI. 

2. Bivariate Data Analysis  

The feedback loop between output and the real exchange rate describes, first, how a depreciation of the 
real exchange rate could have both an expansionary and a restrictive effect on output. Second, it shows how 
real output growth could lead to an appreciation or depreciation of the real exchange rate. 

According to the Balassa–Samuelson effect, in fast-growing economies, the relative price of non-
tradable goods would rise more rapidly and thus lead to an appreciation of the real exchange rate over time. 
However, existing empirical studies suggest that the effects of growth on real exchange rates are non-existent 
or weak (for a comprehensive review of the empirical evidence, see Tica and effet 2006; Choudhri and Khan 
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2005; Chinn and Johnston 1996). At the same time, and paradoxically, advanced countries are following the 
conventional wisdom that growth is accompanied by real long-term appreciations, widely known as the 
Balassa–Samuelson hypothesis (BSH), while developing countries are moving in the opposite direction.  

We first assess the bivariate relationship between the real exchange rate and seasonally adjusted GDP 
using cross-correlations with future values and lagged values up to four quarters (in our study). To make the 
results robust we use simple detrending methods such as linear filters, three filters are used: linear detrending; 
first difference; and the Hodrick–Prescott (HP) filter. 

The bivariate correlations procedure calculates Pearson’s correlation coefficient, Spearman’s rho, and 
Kendall’s tau-b, along with their levels of significance. In the present study, we use the Pearson’s correlation 
coefficient. In case of data not being normally distributed or if they have ordered categories, we use 
Kendall’stau-b or the Spearman correlation, which measures the association between rank orders. Correlation 
coefficients range from –1 (perfect negative relationship) to +1 (perfect positive relationship). A value of zero 
indicates the absence of a linear relationship. When interpreting the results, we cannot conclude from the 
existence of a significant correlation that a causal relationship exists; it is the causality test in the Granger sense 
that will bring out their causality in pairs. 

We use the real exchange rate of the dirham, which is constructed so that a decrease reflects a real 
appreciation of the national currency. Table 1 presents the representative short-term cross-correlations 
between the real exchange rate and output with lags of –4, –2, –1, 0, 1, 2, and 4. A positive (negative) lag 
indicates the number of quarters in which real GDP (industrial production index) causes (lags) effects on the 
real exchange rate. In other words, output growth in the open economy is exogenous to changes in the real 
exchange rate. While the consequences of a persistent decline in the real exchange rate on economic growth 
can be inferred from the correlation with negative lags, the correlation with positive lags suggests the possible 
inverse causal effect of output growth on the real exchange rate.  

Table 1. Cross-correlations between exchange rate and output. 

Lags 

Filters 
-4 -3 -2 -1 0 1 2 3 4 

HP 0.018 0.071 0.043 0.053 0.002 0.021 0.027  
0.048 

 
0.038 

DM 0.32 0.33 0.34 0.36 0.377 0.37 0.36  
0.35 

 
0.33 

DIFF -0.022 0.005 -0.048 -0.029 -0.067 0.01 -0.01  
-0.0006 

 
-0.057 

Source: Authors’ calculations. 

Notes: DM=linear detrending; DIFF=first difference; HP=Hodrick–Prescott filter. A positive (negative) detrend 
indicates the number of quarters whose real output typically has a significant impact (lag) on the real exchange 
rate. 

Table 2. Granger causality tests between the real exchange rate and output. 

 Lag HP        DM        DIFF 
RER causes real Y in 
the Granger sense 

-1 
-2 
-3 
-4 

0.05(0.81) 
0.07(0.92) 
0.21(0.88) 
0.19(0.93) 

0.04(0.83) 
0.20(0.81) 
0.38(0.76) 
0.74(0.56) 

0.12(0.72) 
0.04(0.95) 
0.80(0.49) 
0.52(0.71) 

Y causes RER in the 
Granger sense 

-1 
-2 
-3 
-4 

0.90(0.34) 
0.46(0.62) 
0.50(0.68) 
0.42(0.79) 

0.73(0.39) 
0.40(0.66) 
0.49(0.68) 
0.47(0.75) 

0.26(0.61) 
0.18(0.83) 
0.27(0.84) 
0.19(0.94) 

Source: Authors’ calculations.  
Notes: The statistics shown are F-statistics with probability values in parentheses. DM=linear detrending; DIFF=first 
difference; HP=Hodrick–Prescott filter; RER=real exchange rate; Y=real output; RER ... Y tests the hypothesis that the real 
exchange rate causes real GDP in the Granger sense; Y ... RER tests the hypothesis that real economic growth seems to 
cause, in the Granger sense, the real exchange rate.  
 

The correlations with negative shifts are clearly positive in our case. That is, real exchange rate 
depreciation is followed by output growth. For example, devaluations or depreciations are uniformly associated 
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with the expansion of the Moroccan economy. This result is extremely sensitive to the mechanisms of the HP 
filter and the linear detrending method. 

In order to further explore the bivariate relationship, we utilize Granger causality tests (see Table 2). 
Foreign GDP, foreign interest rate, current account, and real money supply are included to control for external 
influences that simultaneously affect the real exchange rate and output. From Table 2, it is clear that there is an 
absence of causality in both directions. 

3. VAR Model with Sign Restrictions  

This section is divided into two subsections: the first establishes the basic model; and the second 
illustrates the implementation of the sign restriction approach, following Mountford and Uhlig (2005). 

3.1 Model 

The relationships documented (positive or negative) between real output and the real exchange rate in 
the previous section may result from a spurious correlation, where both variables are affected by a third factor. 
For example, large changes in oil prices can depress output and depreciate the real exchange rate, causing it 
to move in an opposite direction. It is therefore important to monitor macroeconomic conditions and to 
distinguish between exchange rate movements that can be considered as exogenous policy shocks and those 
that are reactions to macroeconomic events. 

This work focuses on full vector autoregression (VAR) models, consisting of six endogenous variables: 
real output [as measured by the seasonally adjusted Industrial Production Index (IPI) (Y)]; real exchange rate 
(RER); current account to GDP(CA); price level (as measured by the Consumer Price Index (CPI)]; and real 
money supply (real M2). As a short-term interest rate, the three-month money market interest rate enters the 
VAR as the sixth variable. 

In addition, two exogenous variables, the foreign IPI (Y*) and the foreign interest rate (i*), are 
incorporated to capture external shocks. The short-term money market interest rate and euro area real GDP are 
used as the foreign interest rate and foreign real output. In addition, although Uhlig (2005) and Mountford and 
Uhlig (2009) did not include deterministic terms (e.g. a constant or a time trend) in their VAR models, we include 
a time trend to obtain a better impulse response. In addition, we retain the VAR(p) model with p*=1 (a lag), 
which minimizes the information criteria of Akaike and Schwarz in our case. Interception and time trend are also 
contained in the VAR.  

The real money supply is included in our study. According to Shahbaz et al. (2012), money supply 
affects both investment and production. An increase in the money supply lowers the interest rate, reduces 
borrowing costs, and encourages investment that can increase domestic production. In addition, a larger money 
supply will reduce the value of domestic money. This work also incorporates the price level to control the price 
environment of the economy. 

According to Mejía-Reyes et al. (2010), an inflationary environment can have a negative impact on 
output because it can lead to an inefficient allocation of resources due to relative price distortions and higher 
administrative costs for firms. Current accounts are included for two reasons. On the one hand, this allows 
direct examination of the effect of exchange rate fluctuations on output through the demand channel (net 
exports). On the other hand, the current account implicitly includes information on capital flows, as the current 
and capital accounts represent a symmetrical picture of each other. Information on capital flows is extremely 
important. According to Kamin and Rogers (2000), capital flow shocks have played an important role in changes 
in the real exchange rate and output in Mexico. Reinhart (2000) also argued that devaluation can lead to a loss 
of access to international financial markets and thus contractionary effects on output. Kim and Ying (2007) also 
included this variable in their model. 

The short-term interest rate and the euro zone IPI are included to take into account European market 
conditions. According to Kim, Ren and Lian (2014), two exogenous variables are including, foreign (US) GDP 
and the foreign interest rate (the three-month US Treasury bill rate) to capture external shocks. Real output and 
the interest rate are naturally included in this work. 

These data come from three different sources: the International Financial Statistics (IFS); the Directorate 
of Trade Statistics (DOTS); and the Central Bank. They are quarterly, seasonally adjusted, and cover the period 
1995Q1 to 2019Q1.  

Equation (1) summarizes the model in a compact and reduced form:  
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All variables are expressed in logarithms, except for the interest rate and the current account-to-GDP 
ratio. There are several features of the model. First, the VAR model takes into account internal and external 
shocks that may simultaneously induce devaluation (depreciation) and contraction of the economy, such as a 
reversal of capital inflows or a decline in the GDP of foreign countries, leading to a spurious correlation between 
the two variables. Second, although we have tried to be exhaustive in taking into account various factors, 
parsimony is also called for in our study. For example, we do not include the capital account in our model as in 
the empirical study by Kim and Ying (2007). Since current and capital accounts reflect each other, the inclusion 
of both variables will result in redundant information. Third, instead of using the nominal exchange rate, as Kim 
and Ying (2007) did, we choose to use the real exchange rate. This can be explained by the fact that, in the 
long run, nominal depreciations are estimated to lead to a proportional increase in prices that leaves the real 
exchange rate and economic activity unchanged, as the analysis based on the nominal exchange rate is usually 
limited to short-term effects (see Lizondo and Montiel 1989). 

Moreover, a key element of the traditional conception of devaluation is that it is the improvement in the 
relative domestic price of tradable versus non-tradable goods, i.e. the depreciation of the real exchange rate 
that generates the process of expenditure transfer, balance of payments improvement, and economic 
expansion. 

3.2 Identification of Structural Shocks by Imposing Sign Restrictions 

Researchers in economics have discussed how to decompose forecast errorst hat are functions of 
orthogonal structural innovations, i.e. how to identify structural shocks to the variation of forecast errors at 
different horizons. Five methods are present in the literature, four of which are parametric restrictions. These 
parametric restrictions can vary depending on the individual set of parametric equations, the existence of a 
recursive causal structure (Sims 1988), and whether the shocks have known short- or long-term effects or a 
combination of both (Blanchard and Quah 1989). Each type has its own disadvantages and advantages. 

For example, there is no clear consensus regarding the order of variables in the system of equations 
used to specify the VAR model, some orders may not be justified by the economic structure, and standard 
recursive identification assumptions may be superior in identifying restrictions that have developed over time in 
the same way as data mining, as researchers have sought restrictions that may yield reasonable results (see 
Rudebusch 1998). 

The contemporary impact of zero may not be compatible with other classes of general equilibrium 
models (Canova and Pina 1999). In addition, Faust and Leeper (1997) showed that substantial biases in the 
estimates are possible due to small sampling biases and measurement errors when using zero restrictions in 
long-term effects.  

Alternatively, the alternative proposed is to continue Uhlig’s (2005) recent approach of restricting signs to 
identify exchange rate shocks using the median response calculated by Fry and Pagan (2011). The method of 
approach “Uhlig (2005)”is more appropriate here for some reasons. First, Uhlig used a different approach to 
identify structural shocks; they used the restriction of signs. The idea of this approach is to constrain the 
direction of the response functions due to a specific shock so that they are based on economic theory. Second, 
this approach is less restrictive than the recursive approach. However, it can lead to biased estimates when the 
signs of the response functions are misidentified. 

This approach thus allows for greater freedom in the definition of identifying shocks, such as the 
combination of restrictions on the timing of impacts, on the signs, or the expected magnitude of the response of 
given variables to a single shock (see, e.g., Rafiq and Mallick 2008; Lian An 2006; Uhlig 2005).  

Our main interest in this work is to obtain evidence on how exchange rate depreciation affects 
production in particular. Instead of identifying all structural disturbances, we use minimal restrictions that are 
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sufficient to identify the exchange rate depreciation shock and examine its effect on output. For this purpose, 
this work circumvents the “incredible” zero restrictions on the contemporaneous and long-run impact of shocks.  

This is because the restrictions on signs do not impose any quantitative restrictions on responses, 
regardless of the definition of the variable used (see Rafiq and Mallick 2008). Moreover, compared to the 
traditional structural VAR model, the restrictions that are often used implicitly, in line with the conventional view, 
are made more explicit in the sign restriction approach. Granville and Mallick (2010) argued that the sign 
restriction method of response is robust to the non-stationarity of the series, including structural breaks. The 
advantage is that the identification of sign restrictions allows shocks to be identified using limited restrictions 
over multiple time series. Moreover, the sign restriction method does not limit impulse responses. A pure 
restriction approach explicitly uses restrictions that researchers implicitly use and are therefore agnostic (Rafiq 
and Mallick 2008). 

Nevertheless, it is important to note that the constraints on the signs of shocks are not without criticism. 
For example, Fry and Pagan (2011) questioned the shocks identified and the optimal responses based on 
median criteria. Specifically, if only one shock is identified, i.e. exchange rate shocks, combinations of other 
shocks could resemble exchange rate shocks. One way to avoid this problem is to explicitly identify other 
shocks. According to Uhlig (2005), the problem of multiple shocks is not unique to the sign restriction method. 
For example, if the true data-producing mechanism has more shocks than variables, and if a classical Cholesky 
decomposition is used to identify an exchange rate shock by classifying it in last order, the shocks identified will 
in fact be a linear combination of several underlying shocks. In summary, this study does not claim that the 
identification hypotheses used are irrefutable or perfect, but rather that they are particularly reasonable, 
minimal, and well-crafted. 

Fry and Pagan (2011) pointed out that the optimal response, using median criteria for different shocks 
and horizons, can combine information from several identification schemes and is therefore a composite of 
different structural response functions. They proposed an alternative method to overcome this problem by 
choosing a response as close as possible to the median while requiring that responses be generated from a 
single identification matrix, called the below median target method. This is why we use both methods at the 
same time: Uhlig’s (2005) method to determine the exchange rate; and Fry and Pagan’s (2011) method to 
calculate the median response. We call this the Uhlig–Fry–Pagan method.  

In what follows, we provide a brief overview of the method used. The detailed methodology can be found 
in Uhlig (2005). Let a vector of n endogenous variables containing time-t values whose dynamic relationships 
are described by the following order auto-regression vector (VAR(k)): 

𝑌௧ = 𝐵(ଵ)𝑌௧ିଵ + 𝐵(ଶ)𝑌௧ିଶ+. . . +𝐵()𝑌௧ି + 𝜈௧ ,  t=1,.....T                                                              (2)
 

where
( )k

B are matrices of coefficients of size n×n and
t

 is the one-step prediction error with the variance-

covariance matrix ∑.𝑊௧; let n×1 be a vector containing the time values of the structural perturbations. The 
reduced-form residuals and the structural perturbations are related by: 

𝜈௧ = AW௧                (3) 
where it is assumed that the structural perturbations are mutually independent and normalized to be of variance 
1. It can therefore be written as follows: 𝐸ൣ𝑊௧𝑊௧

'൧ = 𝐼. 
In addition, the j-th column of A (or its negative value) represents the immediate impact on all variables 

of the j-th structural innovation (shock) of a standard error. The only restriction on A so far that emerges from 
the covariance structure is:  

AA′ = ∑ .           (4) 
The problem of identification amounts to discovering ( 1) 2n n   free elements in matrix A by 

imposing identification restrictions. According to Uhlig (2005), matrix A can always be written as follows: 
A=X ∧ Q               (5) 
Where X is an orthogonal matrix, whose columns are the ortho-normal eigenvectors of ∑,∧ represents a 

diagonal matrix with the eigenvalues of  on its main diagonal, and Q represents an orthogonal matrix (i.e. 
𝑄𝑄′ = 𝐼). 

Equation (5) shows that the choice of elements in an orthonormal set can determine the elements whose 
coordinates are free of A. Since we are only interested in the responses (reactions) to a particular shock, the 
exchange rate shock, the problem is to determine an orthonormal vector q in the following equation: 

c=X ∧ଵ/ଶ 𝑞.               (6) 
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Where c is a column of A, called the impulse vector by Uhlig (2005), containing the contemporaneous 
responses of n endogenous variables to the exchange rate shock, and q is a column of Q at the corresponding 
location. The main idea of the identification scheme is to impose a set of inequality constraints. This not only 
identifies the c, but also supports diversities of possible responses consistent with the sign restrictions. 

In addition, we describe here how we explore the space of orthogonal decompositions. It is well known 
that, if we exclude the case of recursive models, the set of possible identifications is innumerable and it is 
difficult to search for them efficiently. The algorithm we use follows Canova and de Nicol (2002); we consider 
that for any orthogonal decomposition of A, we can find an infinite number of possible orthogonal 
decompositions  , such as ∑ = AQQ′𝐴′, where Q is any ortho-normal matrix (𝑄𝑄′ = 𝐼). 

A Choleski decomposition, for example, would assume a recursive structure on A so that A is a lower 
triangular matrix. Another candidate for A is the decomposition of eigenvalues and eigenvectors, ∑ = 𝑋 ∧

𝑋 ′ = AA′, and, following Canova and de Nicol (2002), we consider that: 

𝑋 = Π
ୀଵ
ಿషభ

 Π
ୀାଵ

ಿ

𝑄,(𝜃)

 
where , ( )m nQ   is an ortho-normal rotation matrix of the form:

 

𝑄, =

⎣
⎢
⎢
⎢
⎡

1 0 . . . 0 0
0 𝑐𝑜𝑠( 𝜃) . . . − 𝑠𝑖𝑛( 𝜃) 0
. . . . . . 1 . . . . . .
0 𝑠𝑖𝑛( 𝜃) . . . 𝑐𝑜𝑠( 𝜃) 0
0 0 . . . 0 1 ⎦

⎥
⎥
⎥
⎤

 
Where 0 < 𝜃 ≤

గ

ଶ
 and the indices (m,n) indicate that the rows m and n rotate at an angle . 

To translate this result into an algorithm that looks for the space of orthogonal decompositions, first note 
that in a system of N variables there are ( ( 1) 2)N N  bivariate rotations and ( ( 1) 4)N N   

combinations of bivariate rotations of different elements of the VAR, for a fixed  . Thus, for N=5, there are 15 
possible rotation matrices. Second, since 

, ( )m nQ  is ortho-normal: 

∑ = 𝐴𝑄,(𝜃)𝑄,(𝜃)′𝐴′ = 𝑋 ∧.ହ 𝑄,(𝜃)𝑄,(𝜃)′ ∧.ହ 𝑋 ′ 
is a permissible decomposition. 
Thus, based on an eigenvalue–eigenvector decomposition, it can be “multiplied” tenfold in one direction 

or the other, for each 𝜃. 
Third, we quadrant the interval (0, π/2) into M points, and construct 15M orthogonal decompositions of

 . This last step transforms an incalculable number into a large but finite search. Furthermore, we consider 
that Rj,t+k is the matrix of impulse responses at horizon k. In order to identify the interesting q shock, sign 
restrictions can be imposed on X≤n variables on the horizon 0,...,K. 

The sign restrictions are imposed according to Uhlig’s (2005) open economy model, as summarized 
below for the time horizon k=0,...,K. Details on the number of periods for which the restrictions apply are given 
below. 

To identify an exchange rate shock, we impose the following restrictions: 
𝑅,௧ା

ூ   ≥ 0,  k=0,...,4 

 
𝑅,௧ା

்ோ   ≥ 0,  k=0,1 

 
𝑅,௧ା

ோ ெଶ  ≤ 0,  k=0,...,4

 

Consequently: 
By definition, the exchange rate will not decline (≥0) in response to its own positive shock. 
The price level does not fall (≥0) in response to a positive exchange rate shock, i.e. a depreciation of the 

exchange rate, because the price level is likely to be pushed up by an increase in net exports due to the 
depreciation of the exchange rate (for further discussion, see Ahmed et al. 2002). In general, the depreciation of 
the exchange rate should theoretically generate inflationary pressures, especially in a small open economy 
such as that of Morocco, through its effects on demand and supply. The latter effect flows through a channel of 
imported inputs: the depreciation increases inflation by leading to an increase in production costs. The first 
effect comes from the channel of expenditure transfers: depreciation stimulates aggregate demand by 
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increasing the demand for goods and services through net exports. The increase in aggregate demand can 
lead to higher input prices and nominal wages, i.e. inflation. 

The real money supply does not increase (≤0) in the face of exchange rate depreciation for two reasons. 
First, when the price level rises in response to exchange rate depreciation, the real money supply declines. 
Second, as the exchange rate depreciates, central banks will tend to reduce the money supply to support the 
currency. For example, Rogers and Wang (1995), among others, empirically demonstrated that a depreciation 
of the real exchange rate leads to a significant reduction in the money supply.  

The nominal interest rate will be considered positive (≥0) in the face of the depreciation of the domestic 
currency through its effect on inflation. As inflation increases, the real money supply decreases and thus 
nominal interest rates increase. Generally, depreciation improves the trade balance through expenditure 
transfers and expenditure reduction effects. The former effect shifts demand towards domestically produced 
goods, while the latter reduces domestic consumption due to the effect of real cash balances and higher 
interest rates.  

These restrictions seem reasonable, as they appeal only to a priori attractive and consensual views on 
the effects of the exchange rate shock on prices, the exchange rate, and the money supply. Since the output 
response is the focus of this study, we leave it to the data to determine this, without imposing restrictions on the 
possible outcome. The current account is not restricted because it reflects the response of the trade balance to 
the exchange rate. Therefore, the method remains agnostic with respect to the responses of key interest 
variables. 

Therefore, for each set of estimates (B, ∑), impulse vectors and thus impulse response functions 
corresponding to different unit vectors in an n-dimensional sphere can be calculated. We generate n numbers 
from a normal distribution with a mean of zero and a standard deviation of 1, treat them as coordinates, and 
normalize the resulting vector to a unit vector. The normalized n-dimensional vector corresponds to each point 
of the sphere. We can repeatedly generate n-dimensional vectors to cover the sphere uniformly. 

The sampling uncertainty of the VAR parameters (B, ∑) is covered in a Bayesian manner. According to 
Uhlig (2005), we assume that the anterior and posterior distributions for (B, ∑) belong to the Normal–Wishart 
family. We simulate 500 pairs of (B, ∑). For each pair, we evaluate 500-unit vectors on the n-dimensional 
sphere. Thus, a total of 250,000 q and impulse vectors are evaluated. After calculating each set of impulse 
response functions corresponding to each unit vector, we check whether the sign restrictions are met. Only 
those impulse vectors that meet the restrictions used are stored.  

4. Results and Discussion  

Figure 2 shows the impulse responses of each of the six variables (at a change of one standard 
deviation) to the positive exchange rate shock (indicating a depreciation) over a 50-quarter period. Responses 
are below the median target in each graph in Figure 2 and are represented by quintiles of 16% and 84%.  

As shown in Figure 2, it is interesting to note that the current account shows the phenomenon known as 
the “J-curve,” i.e. in response to exchange rate depreciation, the current account first deteriorates, marginally 
significantly, before improving and finally reaching long-term equilibrium (Bahmani-Oskooee and Ratha 2004; 
Bahmani-Oskooee and Hegerty 2010; Bahmani Oskooee et al. 2013). The J-curve highlights the fact that the 
positive effects (volume effects) do not come into play immediately, whereas the negative effects (price effects) 
come into play immediately: this curve is therefore based on a time horizon (in our case, quarterly). 

The question that now arises is whether the improvement in the current account, after exchange rate 
depreciation, implies an unambiguous expansion of output. The answer is shown to be not necessarily. It 
should be noted that the current account generally improves and output deteriorates in response to exchange 
rate depreciation.  

Diaz-Alejandro (1963) pointed out that an observer of depreciation might be surprised to see that 
depreciations have led to an improvement in the trade balance, accompanied by a decline in the level of total 
production. Kim and Ying (2007) revealed similar findings. This is not an odd result. First, the observed 
improvement in the current account balance may not be the result of a boom in exports, but of a deep 
contraction in imports resulting from the contraction in production (see Frankel, 2005). Second, the restrictive 
effect of exchange rate depreciation may offset the expansionary effect on the trade balance, leading to a 
decline in aggregate output.  
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Figure 2. The impulse responses of different interest variables to an exchange rate shock. 

 

 

 
Source: Authors’ calculations.  

Note:X-axis denotes quarters; vertical axis denotes percentage. We assume that the anterior and posterior distributions for 
(B, ∑) belong to the Normal–Wishart family. We simulate 500 pairs of (B, ∑). For each pair, we evaluate 500 unit vectors 
on the six-dimensional sphere. Thus, a total of 250,000 q and impulse vectors are evaluated.  

The structuralist view argues that devaluation has contractionary effects on production. It is also in line 
with the priorities of a recent study by An, Kim and Ren (2014) that showed that devaluation by contraction can 
occur both in developed and developing countries on the basis of data from 16 countries in three groups: Latin 
American countries; Asian countries; and non-G3 developed countries (see also Kandil 2013; Kim et al. 2007). 
Similarly, contractionary devaluation could exist in any exchange rate regime, be it a floating exchange rate 
regime, a fixed exchange rate regime, or a common currency area. Therefore, devaluation through 
contractionary may not be a function of exchange rate regimes or types of economies. Ahmed et al. (2002) 
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reported that devaluation leads to greater economic contraction in developing countries than in developed 
countries.  

Generally, the reaction of monetary policy variables, including the interest rate (i) and the real money 
supply (real M2) to the exchange rate shock, in fact reflects the reaction of the monetary authorities to this type 
of shock. The third row, under column 2 of the graphs in Figure 2, reveals that interest rate (i) reacts positively, 
almost immediately, to an exchange rate shock, indicating that Moroccan monetary policy is not neutral in the 
face of an exchange rate shock and that the central bank plays its role as a macroeconomic actor. 

In addition, in the first column of row 3 of the graphs in Figure 2, the real money supply declines in 
response to an exchange rate shock, indicating the central bank’s efforts to control inflation. These results 
clearly show that the monetary policy authorities act by raising rates to mitigate the negative effects of 
depreciation on inflation and economic activity. Bjornland and Halvorsen (2014) reached similar conclusions for 
six open economies (Australia, Canada, New Zealand, Norway, Sweden, and the UK). Their results revealed 
that central banks respond immediately to exchange rate depreciation and thus reduce the negative effects of 
depreciation on output and inflation.  

This finding is theoretically consistent with Svensson’s (2000) view that, in the real world, inflation-
targeting economies are generally very open economies where capital can move freely. Therefore, shocks from 
the rest of the world are essential, and the exchange rate plays a significant role in the transmission of 
monetary policy in these economies. 

Aiming to take better account of external shocks that affect countries and their exchange rates, 
Svensson (2000) extended the formal analysis of closed-economy inflation targeting to a small open economy 
where the exchange rate and shocks from the rest of the world are important for formulating monetary policy. 
He argued that including the exchange rate in the analysis of the inflation-targeting regime has important 
consequences. First, the exchange rate provides an additional channel for the transmission of monetary policy. 
Second, the exchange rate (as an asset price) is a forward-looking variable, the value of which is determined by 
expectations. It therefore contributes to better forward-looking decision-making and strengthens the role of 
expectations in monetary policy. Third, some foreign shocks are transmitted to the domestic economy through 
the exchange rate (i.e. foreign inflation, foreign interest rates, and foreign investors’ exchange risk premiums). 
Therefore, when developing a small open economy model with an inflation-targeting regime, it is important to 
place particular emphasis on exchange rate channels in monetary policy. 

Overall, our results show that there has been a deep recession and high inflation in the Moroccan 
economy following the depreciation of the dirham. In other words, the depreciation has created serious 
deflationary effects. Our results suggest that the monetary authorities reacted immediately to the exchange rate 
shocks by raising their interest rate. However, these measures seem to have had a limited impact on mitigating 
the deflationary effects. The challenge for monetary authorities is therefore to act preventively to avoid the 
economy falling into deflation.  

 This can be explained by the fact that the exchange rate shock has the main effect of passing through 
the supply channels, in particular the cost of imported inputs, due to Morocco’s strong dependence on inputs 
imported from the euro zone especially. In this sense, structural reforms aimed at reducing this dependence 
can help to mitigate the negative effects of currency depreciation on macroeconomic performance. Finally, our 
findings clearly show that the exchange rate shock is transmitted mainly to economic activity and inflation 
through import variations.  

Table 3. Variance decomposition of interest variables due to exchange rate shocks 

 RER Y RealM2 CPI CA i 
1 0.27 0.18 0.03 0.004 0.006 0.51 
2 0.55 0.23 0.10 0.02 0.10 0.004 
3 0.49 0.18 0.19 0.04 0.10 0.002 
4 0.46 0.17 0.22 0.04 0.10 0.002 
5-long-terme 0.45 0.16 0.23 0.05 0.10 0.002 

Source: Authors’ calculations.  
Notes: RER=real exchange rate (EERI); CPI=inflation; RealM2=real money supply; i=interest rate; CA=current account; 
Y=output. 

This is consistent with Morocco’s heavy dependence on imports and with the findings of Kandil’s (2015) study, 
which examined how exchange rate fluctuations are transmitted to the real economy in developed and 
developing countries. 
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While impulse response functions reveal the dynamic effects of a one-off shock, variance 
decompositions are a practical measure of the importance of such shocks in the system. Table 3 shows the 
proportion of fluctuations in the current account, output, real exchange rate, inflation, money supply, and 
interest rate attributable to exchange rate shocks at horizons of 0, 4, 8 and 12 quarters. 

Exchange rate shocks account for between 0.6% and 10% of the change in the current account and 
between 16% and 23% of the change in real output. After the real exchange rate variable, exchange rate 
shocks are the most important factors of output and account for over 18% of the variance of output. 

In summary, two key conclusions can be drawn: 
1. In times of real depreciation, whether output increases or not has little to do with the improvement in 

the current account. 
2. Morocco is fairly homogeneous in that the current account generally improves while output declines, 

which is consistent with the uniform negative correlations between the real exchange rate and output with 
negative lags. 

5. Robustness Check: Estimation of Alternative Models  

Empirical results often depend on modeling assumptions and variable definitions. Thus, in this section, 
we estimate different VAR model specifications and also use other variable definitions to assess the robustness 
of our results. 

5.1. Alternative Measurement of the Exchange Rate  

We test the sensitivity of the results by using the variable of the bilateral real exchange rate of the 
dirham vis-à-vis the euro zone instead of the real effective exchange rate. 

Figure 1. Impulse responses of different interest variables to an exchange rate shock. 
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The Moroccan economy is heavily dependent on European Union (EU) countries for its exports, tourism 
revenues, remittances, and FDI flows. In addition, the economic proximity of the country with Europe explains 
the sensitivity of Morocco to various exogenous shocks. This makes Morocco potentially vulnerable to 
fluctuations in EU growth, and in particular to the unprecedented recession recently experienced by EU 
economies. Similarly, according to the IMF, the trade balance has been structurally in deficit over the period 
1990–2017. Further, Morocco’s productive base remains relatively weak relative to its full potential and the 
country remains partly vulnerable to exogenous macroeconomic shocks. 

The crucial point here, in the extended model, when using the bilateral real exchange rate, is that the 
depreciation only has an effect in the long run (almost 17 quarters compared to the basic model in which the 
current account adjustment does not exceed eight quarters). Thus, the trade balance has evolved in the form of 
“J.” It is evident that it is preferable to choose to study the effective exchange rate instead of using the bilateral 
exchange rate. In this context, the effective exchange rate provides a better indicator of the macroeconomic 
effects of exchange rates than bilateral rate. This is because the real effective exchange rate is adjusted for 
some measures of relative prices or costs; changes in the real effective exchange rate therefore take into 
account both changes in the nominal exchange rate and the inflation differential vis-à-vis trading partners. In 
both monetary policy and market analysis, the advantage is that it serves a variety of purposes: as a measure 
of international competitiveness; as a component of monetary and financial conditions indices; as an indicator 
of the transmission of external shocks; and as an intermediate objective of monetary policy. For the other 
variables of interest, the results are similar to those of the basic model (see Figure 3).  

Conclusion  

In this article, the effects of real exchange rate changes on real output have been analyzed by using 
quarterly data from 1995Q1 to 2019Q1. This is the first time such a study has been undertaken on the 
depreciation of the Moroccan dirham, and we have presented empirical results obtained using a VAR model 
with sign restrictions. We have established this type of model for a small subset of variables allowing the 
identification of the exchange rate shock. It important to note that the current account exhibits the phenomenon 
known as the “J-curve,” i.e. in response to the exchange rate depreciation, the current account initially 
deteriorates marginally (statistically) significant, then improves and finally reaches long-term equilibrium 
(Bahmani-Oskooee and Ratha, 2004; Bahmani-Oskooee and Hegerty, 2010; Bahmani Oskooee et al., 2013). 
Overall, our results show that there has been a deep recession and high inflation in the Moroccan economy 
following the depreciation of the dirham. Our results suggest that the monetary authorities reacted immediately 
to the exchange rate shocks by raising their interest rate. However, these measures appear to have had a 
limited impact on mitigating the deflationary effects. The challenge for the monetary authorities is therefore to 
act preventively in order to prevent the economy from falling into deflation. In summary, two key conclusions 
emerge: in times of real depreciation, whether output increases or not has little to do with the improvement in 
the current account; and Morocco is fairly homogeneous in that the current account balance generally improves 
while output declines, which is consistent with the consistent negative correlations between the real exchange 
rate and output with negative lags.  
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